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Automated music playlist generation can be intuitively approached as a sequential problem. Thus,
some playlists models take into consideration the song contexi (i.e., the current song and a number
of previous songs) in order to predict the next song in a playlist. We conduct a numerical
experiment on two datasets of hand-curated music playlists, where we compare playlists models that
account for different song context lengths. The song context seems, at first, uninformative. However,
we explain this effect by a strong bias in the data towards very popular songs and observe that, in
fact, songs in the long tail are more accurately predicted when the song context is considered.

playlists models

training playlists:

01 = (Sy, S4, S3, S5, S¢)
02 = (S, S3, S, St)

D3 = (S4, S3, S1)

query playlist:
q — (52/ S4/ 53/ [55])

bias towards popular songs

Selected examples from the 8tracks dataset
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Next-song candidates are ranked according to
their similarity to the current song, but previous
songs in the playlist are ignored. Two songs are
similar if they co-occur in training playlists.

Patterns learned:

numerical experiment

AotM-2011 dataset
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Patterns learned:
(54/ 53, 55) X 2/ (54/ 53, 7 56) X 2/
(S4, S3, S1) X 1, ...

8tracks dataset
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[1] Hidasi et al. 2016. Session-based recommendations with
recurrent neural networks. In Proc. ICLR.
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