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• Categorization of listener-centric systems

• Data sources and features for user’s interaction traces

• Co-occurrence approaches in collaborative data: 

microblogs (#nowplaying), playlists, P2P networks

• Other applications for #nowplaying data

• Context-aware music playlist adaptation 

• Music recommendation for places of interest

• Music recommendation tailored to user 

characteristics

Overview



Categorization of Listener-centric Systems

� Personalized systems/methods

− incorporate aspects of the user properties, i.e. static attributes

− take into account music genre preference, music experience, age, etc.

� Context-aware systems/methods

− incorporate aspects of the user context, i.e. dynamic aspects

� active user-awareness: new user context is automatically incorporated into 
the system, adaptively changing its behavior

� passive user-awareness: application presents the new context to the user for 
later retrieval/incorporation



Data sources for listener-related data



Level of feature extraction for listener data



Categorization of User Features

� Implicit

− sensors: GPS, heart rate, accelerometer, pressure, light intensity, 

environmental noise level (now available in abundance through smart phones)

− derived features: location + time → weather

− learned features (via ML): accelerometer, speed → user activity

� Explicit

− via user involvement/feedback

− e.g., mood, activity, listening events, item ratings, 
skipping behavior [Pampalk et al.; 2005]



Shared Folders in a P2P Network

Make use of meta-data transmitted as file names or ID3 tags in P2P 

network OpenNap (Whitman, Lawrence; 2002) (Ellis et al.; 2002)

Information gathered from users' shared folders (no file downloads!)

Similarities via artist co-occurrences in collections (cond. prob.)

Sparse co-occurrence matrix

Experiments on Gnutella network (Shavitt, Weinsberg; 2009):

• meta-data highly inconsistent

• can be used as song-based similarity measure and to estimate 

localized popularity/trends (matching IP addresses difficult!)



Playlist Co-Occurrences

Analysis of co-occurrences of artists and songs on radio station 

playlists and compilation CD databases (CDDB)     (Pachet et al.;2001)

Analysis of 29K playlists from “Art of the Mix” (Cano, Koppenberger;2004): 

artists similar if they co-occur in playlist (highly sparse)

Analysis of >1M playlists from “MusicStrands” (Baccigalupo et al.; 2008):

• distance in playlists taken into account β
0 
= 1, β

1 
= 0.8, β

2 
= 0.64

• playlist prediction using case-based reasoning



Last.fm Playcounts

Interpret number of plays of a song/artist as a “rating”

Results in a user-track rating matrix

Use co-occurrences of items in listening histories to compute 

similarities (relative no. users that listen to item A and B)

Use standard collaborative filtering approaches to predict 

similarities (or to recommend unknown music)
e.g., (Resnick et al.; 1994)

Item-based: compare tracks by calculating similarity on vectors 

over all users

User-based: find similar users by comparing listening pattern 

vectors; use to find relevant/similar tracks yet unknown to user



#nowplaying Approaches: Basics
(Schedl, ECIR 2013)

Dataset: http://www.cp.jku.at/datasets/MMTD/

Listening events extracted from microblogs (Twitter)

– Streaming API crawled from 2011–2015

– Hashtag- and rule-based filtering of stream to identify listening events 

(#nowplaying, #itunes, #np, …)

– Multi-level, rule-based analysis (artists/songs) to find relevant tweets (MusicBrainz)

– Last.fm, Freebase, Allmusic, Yahoo! PlaceFinder to annotate tweets

{"id_str":"142338125895696385","place":null,"text":"#NowPlaying Christmas Tree-

Lady Gaga","in_reply_to_user_id":null,"favorited":false,"geo":null,"retweet_coun

t":0,"in_reply_to_screen_name":null,"in_reply_to_status_id_str":null,"source":"w

eb","retweeted":false,"in_reply_to_user_id_str":null,"coordinates":null,"created

_at":"Thu Dec 01 20:23:48 +0000 2011","in_reply_to_status_id":null,"contributors

":null,"user":{"id_str":"20209983","profile_link_color":"2caba5","screen_name":"

tamse77","follow_request_sent":null,"geo_enabled":false,"favourites_count":26,"l

ocation":"Maryland ","following":null,"verified":false,"profile_background_color

":"e80e0e","show_all_inline_media":true,"profile_background_tile":true,"follower

s_count":309,"profile_image_url":"http:\/\/a1.twimg.com\/profile_images\/1647613

274\/392960_10150559294659517_793614516_11700077_1689597400_n_normal.jpg",

"description":"being awesome since 1990. ","is_translator":false,"profile_background_i

mage_url_https":"https:\/\/si0.twimg.com\/profile_background_images\/359728130\/

frames.gif","friends_count":148,"profile_sidebar_fill_color":"ffffff","default_p

rofile":false,"listed_count":3,"time_zone":"Central Time (US & Canada)","contrib

utors_enabled":false,"created_at":"Fri Feb 06 01:51:10 +0000 2009","profile_side

bar_border_color":"f5f8ff","protected":false,"notifications":null,"profile_use_b

ackground_image":true,"name":"Katie","default_profile_image":false,"statuses_cou

nt":22172,"profile_text_color":"615d61","url":null,"profile_image_url_https":"ht

tps:\/\/si0.twimg.com\/profile_images\/1647613274\/392960_10150559294659517_7936

14516_11700077_1689597400_n_normal.jpg","id":20209983,"lang":"en","profile_backg

round_image_url":"http:\/\/a2.twimg.com\/profile_background_images\/359728130\/f

rames.gif","utc_offset":-21600},"truncated":false,"id":142338125895696385,"entit

ies":{"hashtags":[{"text":"NowPlaying","indices":[0,11]}],"urls":[],"user_mentions":[]}}

twitter-id  user-id  month  weekday  longitude  latitude  

country-id  city-id  artist-id  track-id  <tag-ids>

#nowplaying, 

#itunes, ...



Most Active Countries



Most Active Cities



Most Frequently Listened Artists



Computing Similarity

Use (variant of) co-occurrence approach to compute similarity (cf. previous part)

Co-occurrence on per-user basis

(Schedl et al., MM Syst., 2013)

co-occurrence function

popularity correction function



Results
(Schedl et al., MM Syst., 2013)

Evaluation against Last.fm similar artists: http://www.last.fm/api/show/artist.getSimilar



Results
(Schedl et al., MM Syst., 2013)

Evaluation against Last.fm similar artists: http://www.last.fm/api/show/artist.getSimilar

best F-score at ~30 recommended artists



Microblogs      Playcounts P2P nets Playlists      .

Source                                   API                  listening             shared radio, compilations,              

Web pages             service              folders         Web services 

Community-based                yes                     yes yes          depends on source 

Level                                artists (tracks)      tracks (artists)      tracks          artists (tracks) 

Specific Bias   community         popularity         community              low

Co-occurrence-based Approaches: Summary



• Geospatial music taste analysis

• Music discovery in the microblogosphere

• Music trend analysis

Other Applications of #nowplaying Data



Music taste analysis

Most mainstreamy countries

Aggregating at country level (tweets) 

and genre level (songs, artists)

(Schedl, Hauger; 2012)



Aggregating at country level (tweets) 

and genre level (songs, artists)

(Schedl, Hauger; 2012)

Music taste analysis

Least mainstreamy countries



Music discovery in the microblogosphere

MusicTweetMap: http://www.cp.jku.at/projects/MusicTweetMap

Exploring the “microblogosphere” of music from listening events 

via…

• time (specific day or time range)

• location (country, state, city, longitude/latitude coordinates)

• similar artists (based on co-occurrences in tweets)

• metadata-based search (artist, track)

• induced topics with clustering based on Non-negative Matrix 

Factorization (NMF) on Last.fm tags → genres

• 30s snippets where available

• artist charts, genre charts

• artist play histories

[Hauger, Schedl; AMR 2012] 



Music discovery in the microblogosphere

Visualization and browsing of geospatial music taste



Music discovery in the microblogosphere

Browsing geospatial music taste by time



Music discovery in the microblogosphere

Geospatial music taste: “hip-hop” vs. “rock”

Rock, alternative, 

hard rock, 

progressive rock, 

heavy metal, 

grunge, nu metal

Hip-hop, rap, 

gangsta, 

underground, 

southern rap, 

horrorcore, G-funk



Music discovery in the microblogosphere

Exploring similar artists: Example “Xavier Naidoo”

Xavier Naidoo



Music trend analysis

Example: “The Beatles”



Music trend analysis

Example: “Madonna”



Mobile Music Genius (MMG):

http://www.cp.jku.at/projects/MMG

• music player for the Android platform

• collects user context and interaction data while 

playing

• adaptive system that learns user preferences from 

implicit feedback (player interaction: play, skip, 

duration played, playlists, ...)

• user modeling via relations: 

user context – music preference (artist, track, genre)

• automatic playlist modification according to changes 

in listener‘s current context

Context-aware Music Playlist Adaptation
(Schedl et al., ICMR 2014)



Mobile Music Genius

Music player in adaptive 

playlist generation mode



Mobile Music Genius

Automatic playlist 

generation based on 

music context (features 

and similarity computed 

based on Last.fm tags) 



Mobile Music Genius

Some user context 

features gathered while 

playing



Time: day of week, hour of day

Location: longitude/latitude, accuracy, speed, altitude

Weather: wind direction, speed, clouds, temperature, dew point, humidity, air pressure

Device: manufacturer, model, phone state, connectivity, storage, battery, various volume settings

Phone: service state, roaming, signal strength, network type

Task: recently used tasks/apps, screen on/off, docking mode

Network: mobile network available/connected, active network, Bluetooth, WiFi

Ambient: light, proximity, noise

Motion: acceleration, user and device orientation

Player: artist, album, track, track length, genre, playback position, 

playlist name, playlist type, player state (repeat, shuffle mode), 

audio output (headset plugged), sound effects

Activity: mood and activity (direct user feedback)

Mobile Music Genius: Listener Features



Objective: To understand the complex interrelationship between user 

characteristics, context, and music taste.

predict

Evaluation via music preference prediction

Context-aware Music Playlist Adaptation
(Schedl and Gillhofer, MMM 2015)



• MMG used by students of JKU from January to July 2013

• collected 7,628 data points from 48 persons

• 4,149 unique tracks by 1,169 unique artists

• enriched by Last.fm: 24 genres and 70 moods

Music preference prediction: Data collection

users show quite 

diverse music taste

Context-aware Music Playlist Adaptation



• 4 classifiers (+ majority voting “ZeroR” as baseline):

– k-nearest neighbors (“IBk")

– decision tree (“J48”)

– rule learner (“JRip”)

– Random Forest

• 4 levels of prediction (artist, track, mood, genre)

• 10-fold cross validation

• different feature sets (time, location, weather, motion, …)

Music preference prediction: Experimental setup

Context-aware Music Playlist Adaptation



61%55%23%1.5%

Predictive Accuracy for Title, Mood, Artist, Genre

Music preference prediction: Results

Q1: Can we predict music taste from user context factors?

Context-aware Music Playlist Adaptation
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Poor results on the level of tracks

Reason: average PC per track is 

only 1.83

Context-aware Music Playlist Adaptation

Music preference prediction: Results
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Music preference prediction: Results

Q1: Can we predict music taste from user context factors?



61%55%23%1.5%

Predictive Accuracy for Title, Mood, Artist, Genre

Good results on the levels of artist 

and genre.

Reason: aspects of the user 

context seem to capture well music 

preference

Poor results on the level of tracks

Reason: average PC per track is 

only 1.83

Poor results on the level of mood.

Reason: mood is a subjective 

concept

Context-aware Music Playlist Adaptation

Music preference prediction: Results



Relative importance of each feature group compared to the 
mean classification result (over all feature categories).

Adjusting player settings (e.g., 

repeat mode) seems to be a 

reasonable indicator of song 

preference.

Context-aware Music Playlist Adaptation

Music preference prediction: Results

Q2: Which contextual factors are most promising for prediction?



Music preference prediction: Results

Q2: Which contextual factors are most promising for prediction?

Relative importance of each feature group compared to the 
mean classification result (over all feature categories).

Adjusting player settings (e.g., 

repeat mode) seems to be a 

reasonable indicator of song 

preference.

Device features capture general 

music preference.

Running apps, time, location, and 

weather capture dynamic 

adjustments.

User-indicated activity is less 

important than apps running on 

the device.

Context-aware Music Playlist Adaptation



Music Recommendation for Places of Interest

recommend music that is suited to a place of interest (POI) of the user (context-aware)

(Kaminskas et al.; RecSys 2013)



Music Recommendation for Places of Interest

Approaches:

• genre-based: only play music belonging to the user’s preferred genres (baseline)

(Kaminskas et al.; RecSys 2013)



Music Recommendation for Places of Interest

Approaches:

• knowledge-based: use the DBpedia knowledge base (relations between POIs and 

musicians)

(Kaminskas et al.; RecSys 2013)



Music Recommendation for Places of Interest

Approaches:

• tag-based: user-assigned emotion tags describing images of POIs and music, 

Jaccard similarity between music-tag-vectors and POI-tag-vectors

(Kaminskas et al.; RecSys 2013)



Music Recommendation for Places of Interest

Approaches:

• auto-tag-based: use state-of-the-art music auto-tagger based on the Block-level 

Feature framework to automatically label music pieces; then again compute 

Jaccard similarity between music-tag-vectors and POI-tag-vectors

(Kaminskas et al.; RecSys 2013)



Music Recommendation for Places of Interest

Approaches:

• combined: aggregate music recommendations w.r.t. ranks (Borda count) given by 

knowledge-based and auto-tag-based approaches

(Kaminskas et al.; RecSys 2013)



Music Recommendation for Places of Interest

Approaches:

• genre-based: only play music belonging to the user’s preferred genres (baseline)

• knowledge-based: using the DBpedia knowledge base (relations between POIs 

and musicians)

• tag-based: user-assigned emotion tags describing images of POIs and music, 

Jaccard similarity between music-tag-vectors and POI-tag-vectors

• auto-tag-based: using state-of-the-art music auto-tagger based on the Block-level 

Feature Framework to automatically label music pieces; then again use Jaccard

similarity between music-tag-vectors and POI-tag-vectors

• combined: aggregate music recommendations w.r.t. ranks given by knowledge-

based and auto-tag-based approaches

(Kaminskas et al.; RecSys 2013)



Music Recommendation for Places of Interest

Evaluation:

• user study via web interface (58 users, 564 sessions)

(Kaminskas et al.; RecSys 2013)



Music Recommendation for Places of Interest

Evaluation:

• Performance measure: number of times a track produced by each approach 

was considered as well-suited in relation to total number of evaluation 

sessions, i.e. probability that a track marked as well-suited by a user was 

recommended by each approach

(Kaminskas et al.; RecSys 2013)



• Determine influence of user characteristics on music 

recommendation

• Select recommendation algorithm that performs best for a 

given user (category).

• Large-scale experiments on Last.fm datasets (100Ms listening 

events)

Music recommendation 

tailored to user characteristics
(Schedl and Hauger, SIGIR 2015)

(Schedl et al., ECIR 2015)



User aspects: age, gender, country, genre affinities, listening 

frequency, novelty/openness, diversity, mainstreaminess, time of 

day, … personality?

Music recommendation 

tailored to user characteristics
(Schedl and Hauger, SIGIR 2015)

(Schedl et al., ECIR 2015)



Music recommendation 

tailored to user characteristics

Music recommendation algorithms:

Various algorithmic choices: normalization, score 

aggregation, fusion of combined methods, etc.

PB popularity-based recommender

CF user-based collaborative filtering

CB (IB) content-based (using term weights from tags)

LB (CULT) location-based (CF enriched with location info)

RB random baseline model: randomly picks users

(Schedl and Hauger, SIGIR 2015)

(Schedl et al., ECIR 2015)



Music recommendation 

tailored to user 

characteristics: Results

Come and see our 

poster on Tue, 16.30



SUMMARY



Various approaches to extract information from the audio signal

Various sources and approaches to extract contextual data and 

similarity information from the web, social media, and sensor data

Multimodal modeling and retrieval is important and allows for 

exciting applications

Next big challenges:

• considering cultural and multi-lingual aspects

• modeling user properties and context in a holistic way

• improve personalized and context-aware experience (serendipity)

• multimodal integration of complementary data sources

• new and better suited evaluation strategies 

Music Information Retrieval is a great field


