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ABSTRACT
Detecting speech and music is an elementary step in extracting in-
formation from radio broadcasts. Existing solutions either rely on
general-purpose audio features, or build on features specifically
engineered for the task. Interpreting spectrograms as images, we
can apply unsupervised feature learning methods from computer
vision instead. In this work, we show that features learned by a
mean-covariance Restricted Boltzmann Machine partly resemble
engineered features, but outperform three hand-crafted feature sets
in speech and music detection on a large corpus of radio record-
ings. Our results demonstrate that unsupervised learning is a pow-
erful alternative to knowledge engineering.

1. INTRODUCTION

Radio broadcasts are composed of two main types of audio con-
tent: Speech and music. Discriminating them is a basic first step
in making their content accessible to further information retrieval.
Often, music and speech do not just alternate, but overlap, and
some applications require both classes of content to be detected
independently. For example, in automatic broadcast transcription,
only segments that contain speech should be passed to a speech
recognition system. In this scenario, speech detection must be in-
variant to background music: Some radio stations constantly play
music, even during the news, and a simple speech/music discrim-
inator may give wrong predictions in this case. Another applica-
tion is in collecting royalties from radio stations: In many coun-
tries, performance rights organizations charge royalties depending
on the amount of music played, sometimes with a lower rate for
music overlaid by speech. Automatic discrimination between pure
music, music with speech, and non-music would facilitate a fair
distribution of charges.

Existing approaches to speech and music detection either train
standard classifiers on general-purpose audio features, or design
new features based on observations on the structure of speech or
music signals. A promising alternative is to learn features from
data instead – in Computer Vision, learned features often outper-
form engineered features in object recognition tasks [1]. A par-
ticularly successful model for learning features from images, the
mean-covariance Restricted Boltzmann Machine (mcRBM) [2],
has already successfully been applied to spectrograms of speech
[3] and music [4], and thus seems to be an ideal candidate for our
task.

In this work, we build a speech and a music detector based on
an mcRBM. Section 2 reviews existing work on speech and mu-
sic detection, and Section 3 gives an introduction to mcRBMs and
their application to audio data. In Section 4, we apply our system
to a large corpus of radio broadcasts, analyze the features learned

by the mcRBM and evaluate its classification performance in com-
parison to three approaches using hand-crafted features. Section 5
concludes with a discussion and outlook on future work.

2. RELATED WORK

Many methods for detection or discrimination of speech and music
have been proposed in literature. We will discuss some prominent
examples to illustrate their common strategies.

One class of approaches uses general-purpose audio features,
hoping to capture distinct properties of speech or music. As speech
is a sequence of vowels and consonants, it tends to exhibit quick
changes in Zero Crossing Rate (ZCR), while music has a relatively
constant ZCR. With a classifier trained on statistics capturing the
ZCR variability, Saunders [5] achieves a speech/music discrimina-
tion accuracy of 90%, and adding an energy contour feature im-
proves accuracy to 98%. Carey et al. [6] compare Mel-Frequency
Cepstral Coefficients (MFCCs), amplitude, pitch and ZCR features
classified with Gaussian Mixture Models (GMMs). They observe
best performance in music/speech discrimination for MFCCs sup-
plemented with their first-order derivative (i.e., delta). Pinquier
et al. [7] train a speech detector on MFCCs augmented with delta-
MFCCs, and a music detector on spectral frames. Both detectors
use GMMs for classification, and achieve an accuracy of 99.5%
for speech and 93% for music detection, respectively. Liu et al. [8]
extract Linear Predictive Coefficients (LPCs), Line Spectral Pairs
(LSPs), MFCCs, ZCR, and the spectral centroid, flux, rolloff, and
kurtosis, augmented with the variance of each feature over a win-
dow of 1.28 s. Classification with a Multi-Layer Perceptron (MLP)
yields an F-Score of 98% for music and speech detection.

Other authors design very smart features exploiting inherent
characteristics of music or speech signals. A basic observation
is that music contains long sustained tones of constant frequency.
Hawley, [9, pp. 78–87], Minami et al. [10] and Seyerlehner et al.
[11] all implemented algorithms for finding sustained frequency
peaks in spectrograms, reporting up to 90% accuracy for music de-
tection. Zhu et al. [12] add the observation that most music is tuned
to equal temperament, and design a feature assessing whether spec-
tral peaks are tuned to a common reference pitch which does not
change over time. They report about 96% precision and recall in
music detection, even when mixed with speech. Voiced speech, on
the other hand, contains harmonics that quickly vary in frequency.
Hawley uses a comb filter to detect such harmonics, and filters for
varying pitches to distinguish speech from music [9, pp. 112–115].
Minami et al. [10] instead remove long sustained peaks from the
spectrogram, and assume remaining harmonics to indicate speech,
reporting 80% accuracy in speech detection. Scheirer and Slaney
[13] observe that speech signals contain many short pauses, and
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compute the amount of low-energy frames per time unit as well as
the 4 Hz modulation energy (matching the syllabic rate of speech).
Adding a rhythm detector and several other hand-designed fea-
tures, they report an accuracy of 94.5% in discriminating pure
speech from pure music in radio broadcasts, virtually independent
of the classifier used.

Few approaches employ unsupervised dimensionality reduc-
tion, interpretable as a form of feature learning: Mesgarani et al.
[14] apply multilinear SVD to a high-dimensional biologically in-
spired audio representation. On a corpus of pure speech, music,
environmental and animal sounds, they report a speech detection
accuracy of 100% using an RBF-kernel SVM. Izumitani et al. [15]
compress mel-spectral frames with PCA. They achieve an accu-
racy of 92% in discriminating pure speech from speech mixed with
music using a GMM classifier.

To the best of our knowledge, none of the methods published
in the literature perform more sophisticated feature learning, let
alone using (mc)RBMs. On other tasks in the audio domain, how-
ever, these models have already proven useful: Dahl et al. [3] and
Mohamed et al. [16] learn features for speech recognition from
spectrograms and waveforms, respectively, and Lee et al. [17],
Hamel/Eck [18] and Schlüter/Osendorfer [4] learn features for mu-
sical genre classification or music similarity estimation.

In conclusion, prior research focused on using existing audio
features, or put much effort into designing new features by hand.
While all authors report promising results, they all use different
datasets, making it hard to valuate their methods – as an exam-
ple, the music detector of Minami et al. only yielded about 56%
accuracy on a larger corpus of Seyerlehner et al. [11]. Besides,
some approaches only discriminate pure speech from pure music
[5, 6, 13, 14], and are likely to fail for the kind of mixed signals we
are interested in. In this work, we investigate whether unsupervis-
edly learned features are competitive to hand-crafted features for
music and speech detection.

3. FEATURE LEARNING WITH MC-RBMS

We will now introduce Restricted Boltzmann Machines (RBMs)
and the variant used in this work, the mean-covariance Restricted
Boltzmann Machine (mcRBM), as well as explain how they can be
applied to audio data for both unsupervised feature learning and
supervised classification. Note that we can only give a compact
description of the models here, for a more slow-paced introduction
please see [19, pp. 6–16] or [20, pp. 61–77], for example.

3.1. Restricted Boltzmann Machines and Deep Belief Nets

An RBM [21] is an undirected graphical model consisting of visi-
ble units v representing observable data, and hidden units h giving
a latent representation of the data. Visible and hidden units form

W weight
matrix

visible units

hidden unitsh

v

Figure 1: A Restricted Boltzmann Machine (RBM)

two layers fully connected to each other, without within-layer con-
nections (Figure 1).

The RBM defines a joint probability distribution of visible and
hidden states in terms of an energy function, such that configura-
tions of low energy are more probable:

p(v,h|θ) = 1

Z(θ)
e−E(v,h,θ), (1)

whereZ(θ) =
∑
u,g e

−E(u,g,θ) is the normalizing partition func-
tion.1 The energy function defines the space of possible energy
surfaces – hence, the type of RBM –, and the model parameters θ,
which include the connection weights, shape the energy surface.

The most basic type of RBM restricts all unit states to be bi-
nary and uses the following energy function:

Eb(v,h,θ) = −vTWh− vTa− hT b, (2)

where θ = (W ,a, b) are the connection weights, visible and hid-
den bias terms, respectively. Inserting (2) into (1), we can derive
the probability of a unit taking its “on” state (the unit’s activation)
conditioned on the other units:2

P (hk = 1|v,θ) = σ
(
bk +

∑
i

viWik

)
(3)

P (vk = 1|h,θ) = σ
(
ak +

∑
j

Wkjhj

)
, (4)

where σ(·) denotes the logistic sigmoid function. As the activation
of a hidden unit hk only depends on the visible units, all hidden
activations can be computed in parallel. Thus, determining the
latent representation h of a data point v in this model is equivalent
to passing it through a single-layer feedforward net with logistic
units, then sampling binary states from the activations. Likewise,
constructing a data point from a latent representation amounts to
passing it back through the same network, again with a logistic
activation function and binary sampling. The weight matrix W
thus plays a double role: Its columns either act as feature detectors
or as templates for generating data, each controlling or controlled
by a single hidden unit.

Training an RBM means adjusting θ such that p(v|θ), the
marginal probability density of the visible units, approximates the
observed distribution of a set of training data; this is equivalent
to maximizing the likelihood of the model under the data. Gradi-
ent ascent on the log likelihood yields a simple learning rule for a
single connection weight:

Wij ←Wij + η
(〈
vihj

〉
data
−
〈
vihj

〉
model

)
, (5)

where η denotes the learning rate, 〈vihj〉data is the correlation of a
visible and hidden unit in the training data, and 〈vihj〉model is the
same correlation in data probable under the model. Considering
Equation 2, each update lowers the energy for training data and
raises the energy in low-energy regions. The first correlation can
be easily computed by applying Equation 3 to each training data
point. For the second correlation, we need to sample data points
from the model. Directly sampling p(v,h|θ) is intractable due to

1For reasonably sized models, the partition function is computationally
intractable, as it requires enumerating all possible configurations. How-
ever, we will not need to compute it.

2For the derivation, see e.g. [19, p. 9] or [20, p. 143].
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Figure 2: Diagrams of the two parts of a mean-covariance RBM.

the partition function, but we can apply Gibbs sampling: Starting
from a random configuration, sampling h and v in turns (Equa-
tions 3 and 4) runs a Markov chain which, when converged, pro-
duces samples from the model. To make learning more efficient,
Hinton [21] proposed to start the chain at actual training samples
and run it for a small number of k steps only (Contrastive Diver-
gence learning, or CD-k).

After training, an RBM will produce samples resembling the
training data when starting from a randomized state and perform-
ing Gibbs sampling for long enough. For this to work, the weights
W must have learned useful templates to generate (parts of) data
points – i.e., typical features found in the data. Thus, an RBM’s
hidden representation of a data point is an abstract description in
terms of typical features, which makes them attractive for unsu-
pervised feature extraction.

To obtain even more abstract representations, we can train an
RBM on the latent representations of another RBM, learning fea-
tures of features that capture higher-order correlations in the data.
Recursively applying this principle, this creates a stack of RBMs
termed a Deep Belief Net (DBN) [22].

3.2. The mean-covariance Restricted Boltzmann Machine

As the type of RBM discussed above has binary visible units, its
generative model p(v|θ) cannot approximate non-binary data, and
thus will not learn useful features for non-binary inputs.

With a slight change of the energy function, though, we obtain
an RBM capable of modelling real-valued data, termed mRBM:

Em(v,h,θ) = −vTWh+
1

2
(v − a)T (v − a)− bTh (6)

Its latent representations still follow Equation 3, but the distribu-
tion of visible states conditioned on the hidden states becomes:3

p(v|hm,θ) = N (v|a+Whm, I), (7)

where N (x|µ,Σ) denotes the multivariate Gaussian probability
density function with meanµ and covariance matrix Σ. Construct-
ing a data point from a latent representation is thus equivalent to
passing it through a one-layer network with linear output units,
then adding isotropic Gaussian noise of unit standard deviation.

However, independent Gaussian noise does not yield a good
generative model for most real-world data. To take into account
pairwise dependencies of input variables, a third-order RBM can
be defined, with weights Wi,j,k connecting hidden units hk to
pairs of visible units vi, vj . By factorizing and tying these weights
[23, 24], parameters can be reduced to a filter matrixC connecting

3For the derivation, see e.g. [19, p. 13].

the input twice to a set of factors and a pooling matrix P mapping
factors to hidden units (Figure 2b). The energy function is

Ec(v,h,θ) = −(vTC)2Ph− cTh, (8)

yielding

p(hk = 1|v,θ) = σ
(
c+

(
(vTC)2P

)T) (9)

p(v|hc,θ) = N (0, (Cdiag(Phc)CT )−1). (10)

Computing the latent representation now corresponds to passing
the data through a two-layer feedforward net with a squared acti-
vation function in the hidden layer, and usual sigmoid output units.
Constructing a data point can no longer be interpreted as a feedfor-
ward net: Instead, the data point is sampled from a Gaussian with
a covariance matrix depending on the hidden unit states. However,
this Gaussian is restricted to have zero mean.

The mean-covariance Restricted Boltzmann Machine [2] com-
bines the former two models by adding their energy functions:

Emc(v,hm,hc,θ) = Em(v,hm,θm) + Ec(v,hc,θc) (11)

p(v|hm,hc,θ) becomes the product of the two original Gaus-
sian distributions, resulting in a powerful generative model of two
types of hidden units (Figure 2). It explains each datapoint as a lin-
ear combination of templates in W , selectively smoothened with
filters in C. mcRBMs can still be trained with Contrastive Di-
vergence, using a different sampling method to avoid the matrix
inversion of Equation 10. To make learning more robust, input
data and filters inC are normalized to unit `2 norm when comput-
ing the hidden covariance unit states, and the pooling matrix P is
constrained to a topographic mapping (associating a small group
of neighboring factors to each hidden covariance unit), kept non-
positive and normalized to unit `1 norm. For more details on the
model and its training procedure, we refer the reader to [2, 24].

3.3. Discriminative Fine-Tuning

Using RBMs for feature extraction means computing their latent
representation for given input data, usually omitting the binary
sampling step. As explained in Sections 3.1 and 3.2, this can al-
ways be interpreted as passing the input data through a feedfor-
ward network, or Multi-Layer Perceptron (MLP), with either sig-
moid or squared transfer functions. Thus, instead of merely train-
ing a classifier on the RBM’s representations, we can add another
layer on top and train the full network for classification with back-
propagation, gently tuning the existing feature detectors to the task
at hands. Unsupervised learning can then be seen as a pretraining
step finding a good initialization for backpropagation [25] – es-
pecially for the lower layers, which are most strongly affected by
the diminishing gradient effect (i.e., the effect that the error signal
of the output layer gets weaker and weaker when backpropagated
through the network).

3.4. Application to Audio Data

Originally, mcRBMs have been designed to model patches of nat-
ural images. Here, we follow [3] and [4] and apply it to excerpts of
log-frequency spectrograms with standard preprocessing, allowing
it to model local time-frequency structure in sounds.

Specifically, we convert our input data to 22.05 kHz monaural
signals and perform a Short-Time Fourier Transform (STFT) with
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a 1024-sample Hanning window and a step size of 512 samples.
The magnitude spectrum of each frame is passed through a bank
of 70 triangular filters equally spaced on the Mel scale, covering
the range from 50 Hz to 6854 Hz, and a log function is applied (re-
sulting in log-frequency, log-magnitude spectral frames). Consec-
utive frames are joined to form overlapping blocks of 39 frames
each, with a step size of 1 frame (i.e., 38 frames overlap). Each
block covers about 0.93 s of audio. Blocks are decorrelated with
PCA, compressed to 99% of their original variance by omitting the
least significant principal components (in our case, from 2730 to
1606 dimensions), and whitened by dividing each component by
its standard deviation. The resulting vectors form the input data
for the mcRBM, mapping each component to a visible unit.

4. EXPERIMENTAL RESULTS

We performed a range of experiments to evaluate our approach. In
this section, we will describe the dataset used in our experiments,
the different variants of our method as well as approaches by other
authors we evaluated, and then perform a qualitative analysis of
the features learned as well as a quantitative analysis in terms of
classification performance.

4.1. Dataset

Our dataset consists of 42 hours of radio broadcasts finely seg-
mented (with a resolution of 200 ms) into speech/nonspeech and
music/nonmusic sections by paid students. 30 hours have been
recorded from web streams of 6 Swiss radio stations in segments
of 30 minutes randomly distributed over the course of a week, to
capture as many different shows as possible. The chosen radio
stations (DRS Virus, RSI Rete 2, RSR Couleur 3, Radio Central,
Radio Chablais, RTR Rumantsch) range from Indie rock to Clas-
sical music and cover the four official languages of Switzerland:
Swiss German, French, Italian and Rumantsch. The remaining
12 hours have been captured from lower-bitrate web streams of 4
Austrian radio stations (Ö1, Ö3, FM 4, Life Radio) as continuous
3-hour recordings, again covering different music styles and two
languages: Austrian German and English.

15 hours of the Swiss recordings were used for training, an-
other 6 hours for validation (and tuning hyperparameters) and the
remaining 9 hours for testing. The Austrian recordings served as
an additional test set to evaluate robustness to different recording
conditions and generalization to unseen radio stations.

4.2. Evaluated Methods

We will now detail the architecture and training procedure of our
network, describe reduced variants for control experiments and in-
troduce three approaches by other authors evaluated on our corpus.

4.2.1. This work

Our full system consists of an mcRBM of 256 mean units and 1296
factors mapped to 324 covariance units (the smaller of the two ar-
chitectures in [4]), with two binary RBMs of 512 and 256 hidden
units stacked on top. The mcRBM was trained unsupervisedly on
spectral blocks extracted from the training set as detailed in Sec-
tion 3.4. We trained it for 50 epochs on 453,120 training samples
split into mini-batches of 128 data points with a learning rate of
0.02, `1 weight decay of 0.001 and pooling matrix P constrained

to a 2D topographic mapping. Subsequently, the RBM of 512 hid-
den units was trained on the mcRBM’s latent representations for
100 epochs with a learning rate of 0.01, `1 weight decay of 0.0001
and momentum 0.9 (reduced to 0.45 for the first 20 epochs, follow-
ing [26]), linearly switching from CD-1 to CD-15 during training
to counter the decreasing mixing rate in Gibbs sampling. The sec-
ond RBM was trained on the first RBM’s representations using the
same settings.

Speech and music detection were treated as two separate clas-
sification problems handled by two separately fine-tuned instances
of the network. For fine-tuning, we added a single sigmoid out-
put unit and trained the resulting network on the full training set
of 2,321,280 spectral blocks each paired with the binary label at
its center. Training was performed by backpropagation with cross-
entropy error, a learning rate of 0.01, and momentum 0.9 (reduced
to 0.45 for the first 10 epochs, then raised in steps during the next
10 epochs). Each network was trained for 100 epochs, monitor-
ing the classification error at threshold 0.5 on the validation set.
The epoch of lowest validation classification error was selected
for evaluation on the test sets.

As the networks’ block-wise predictions tend to be noisy, we
apply a sliding median filter4 to the sequence of network outputs
on a file before thresholding the values to obtain binary decisions.
By optimization on the validation set, we set the filter length to
250 frames (5.8 s) for music and 100 frames (2.3 s) for speech.

To understand by how much each component of our system
influences the final result, we created four reduced variants in ad-
dition to the full system:

1. MLP on mel: To see how a classifier performs directly
on the low-level audio representation, we train a Multi-
Layer Perceptron (MLP) of 512 and 256 hidden units on
the whitened mel-spectral blocks.

2. P on mcRBM: In a second step, we train a single Perceptron
on the mcRBM output, to assess how useful the unsupervis-
edly learned features are to a linear classifier.

3. MLP on mcRBM: We repeat the same with an MLP of 512
and 256 hidden units.

4. DBN on mcRBM: We stack the 512-unit and 256-unit RBMs
on top of the mcRBM and fine-tune them, still leaving the
mcRBM unchanged as an unsupervised feature extractor
(as in [3]). This tests whether pretrained RBMs outperform
an MLP of randomly initialized weights (variant 3).

5. DBN incl. mcRBM: The final system includes the mcRBM
in supervised fine-tuning with backpropagation.

4.2.2. MFCCs

To give our results some more context, we compare them to three
hand-crafted feature sets proposed in literature. As a simple base-
line, we extract 40 MFCCs, their first order derivative (delta) and
second order derivative (acceleration) using yaafe [27] – these fea-
tures have shown good results in [6, 7]. We normalize features
by subtracting the mean and dividing each dimension by its stan-
dard deviation (both determined on the training set), then train two
MLPs of 512 units in the first hidden layer and 256 units in the
second hidden layer for speech and music detection, respectively.
We use the same training parameters as in our own system, and
post-process the predictions with the same sliding median filters.

4Compared to a sliding average, median filtering has the advantage of
not blurring clearly localized decision boundaries.
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(a) mean units (b) factors

Figure 3: Exemplary features learned by the mcRBM. Each block
represents 929 ms of a spectrogram: Time increases from left to
right, mel-frequency from bottom to top, bright and dark indicate
positive and negative values, respectively.

4.2.3. Liu et al.

Liu et al. [8] extract a set of 8 standard audio features along with
their variances over a short window, resulting in a 94-dimensional
feature vector per audio frame. With a small MLP of 10 hidden
units, they report near-perfect results of 98% F-Score for music
and speech detection. Here, we extract the same set of features
using yaafe [27]. To rule out any influence of the classifier, we
then process the feature vectors just like the MFCCs above.5

4.2.4. Seyerlehner et al.

Seyerlehner et al. [11] engineered a feature for robust music de-
tection in the presence of speech or noise, and demonstrated its
performance on a corpus of TV recordings. It is based on the de-
tection of horizontal structures in the spectrogram, i.e., sustained
tones typical for music, and outputs a single value per timestep.
We extract 5 such values per second, and apply a sliding median
filter of 5.8 s as in our system. By design, this feature is only useful
for music detection, but it is especially interesting for the qualita-
tive analysis of our own features in the next subsection.

4.3. Learned Features

In Figure 3, we visualize a random selection of filters learned by
the mcRBM before discriminative fine-tuning. Each block shows
the unwhitened incoming weights of a mean unit (Figure 3a) or
factor (Figure 3b), interpretable as a one-second spectrogram ex-
cerpt. Most filters exhibit distinct horizontal or vertical patterns,
some even display structures faintly resembling formants in speech.

To better understand the filters, we show the activations of
all hidden units over the course of a 30-minute recording (Fig-
ure 4a). Remarkably, the mcRBM’s latent representations show
quite clearly which sections are dominated by music and which
are dominated by speech (cf. Figures 4b, 4c). Looking closely at
the activations of the hidden covariance units (bottom part of Fig-
ure 4a), we can see units that are active during speech and inactive
during music, and other units that behave the opposite.

In Figure 5, we zoom into a 10-seconds excerpt of the file.
Figure 5a shows the mel-scaled spectrogram used as input for the
mcRBM. It starts with a few seconds of pure speech and continues
with music, clearly visible in the spectrogram. For the last few
seconds, the moderator speaks again, with faint background mu-
sic (barely visible). Figure 5b plots the corresponding activations
of two covariance units that displayed roughly opposite behaviour
on the whole file, and Figure 5c shows the respective factors con-
nected to these units. Mind that the factors connect to the units

5Our MLP is considerably larger than in [8], but smaller networks per-
formed similar or worse, consistent with findings in [28].

(a) Latent representation of the mcRBM; each row depicting a hidden unit’s
activation over the course of the broadcast

(b) Music ground truth

(c) Speech ground truth

Figure 4: Unsupervisedly learned representation and ground truth
for a 30-minute radio broadcast. Time increases from left to right.

(a) Mel-frequency spectrogram, frequency increasing from bottom to top

0.0
0.2
0.4
0.6
0.8
1.0

0.0
0.2
0.4
0.6
0.8
1.0

(b) Activations over time of two selected hidden covariance units

(c) Filters negatively connected to the two covariance units

Figure 5: Spectrogram and activations of two covariance units for
a 10-second excerpt of pure speech, pure music, and speech with
faint background music. The top unit is inactive at sustained notes,
the bottom unit is inactive at sudden loudness changes.
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(a) Music detection feature of Seyerlehner et al. [11]
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(b) Activations over time of a selected hidden covariance unit

Figure 6: Comparison of an engineered music detector and a hid-
den unit’s activation for the recording of Figure 4. The two curves
act approximately inversely to each other.

with negative weights, so a filter causes its covariance unit to be-
come inactive if it detects anything.6 Considering this, we can see
that the first unit’s filters detect sustained tones present in music
(missing most background music, though), and the second unit’s
filters react on quick changes of loudness as occurring in speech.

As we learned in Section 2, similar characteristics have also
been addressed by engineered features for music [9, 10, 11] and
speech detection [13]. Exemplarily, we plot the feature of Sey-
erlehner et al. [11] in Figure 6a. By our reasoning, as it detects
horizontal structure, it should respond contrary to the first covari-
ance unit. Figure 6b shows that this is roughly the case, so the
mcRBM seems to have re-invented their feature.

Note that these features were obtained with purely unsuper-
vised learning – at this stage, the mcRBM has not seen any class
labels, nor was it trained to find a binary segmentation. Merely
the structure of the data drove it to develop two different sets of
features for generating speech and music.

4.4. Classification Results

To assess how useful the features are for the task of speech and
music detection, we evaluate their classification performance on
our two test sets. Specifically, we compute the frame-wise real-
valued predictions of each system, smoothen them as detailed in
Section 4.2 and then apply a binary thresholding to obtain a label
for each frame. Comparing the labels to ground truth provided
by our annotators, we count the number of true positives tp, false
positives fp, true negatives tn and false negatives fn. From these
statistics, we compute four standard evaluation metrics: Accuracy
(tp +fn)/(tp +fp + tn +fn), precision tp/(tp +fp), recall
tp/(tp+fn) and F-score: 2 ·precision · recall/(precision+recall).

For each method, we list results using a neutral threshold of
0.5, and a higher threshold of 0.7 which trades recall for higher
precision. Predictions of Seyerlehner et al. are not limited between
zero and one, so here we report results for the best thresholds (in
terms of accuracy and F-score) on the validation set (0.85) and test
sets (0.7) instead.7

6Conversely, when reconstructing a data point from its latent represen-
tation, an inactive covariance unit causes its factors to not smoothen the
data, leaving intact the structure the filters detect. See also [24, Sec. 5].

7Optimizing the threshold on the test sets is unfair, but shows that, on

Table 1 shows results for speech detection. Focusing on the
Swiss test set, we can see that a linear classifier on features learned
by an mcRBM (P on mcRBM) already performs quite well, but is
inferior to what a discriminatively trained MLP learns from the
same low-level spectrogram representation (MLP on mel). How-
ever, nonlinear classifiers on mcRBM features outperform both
MFCCs and the feature set of Liu et al., and fine-tuning the mcRBM
(DBN incl. mcRBM) brings an additional boost in performance.
Interestingly, pre-training RBMs is not better than random initial-
ization (DBN on mcRBM vs. MLP on mcRBM). On the Austrian
test set, all classifiers perform worse, indicating that either they are
slightly overfitted to Swiss radio stations, or they suffer from the
reduced recording quality. This is especially true for the fully fine-
tuned network: On the Austrian broadcasts, it is even inferior to an
untuned mcRBM (DBN incl. mcRBM vs. MLP/DBN on mcRBM).

For music detection, results look a little different (Table 2). On
the Swiss test set, the DBN and MLP on mcRBM are outperformed
by hand-crafted features, but the fully fine-tuned network DBN
incl. mcRBM performs best by a large margin (2.7% misclassifi-
cations compared to 3.4% for the second best model). Curiously,
the simple MLP on mel beats more complex feature sets – possi-
bly because it sees a longer context. Again, all classifiers perform
worse on the Austrian test set, including Seyerlehner et al. which
was never trained on Swiss broadcasts, suggesting that the Aus-
trian set is generally more difficult to handle. The mcRBM-based
methods now outperform all others, with the fully fine-tuned DBN
incl. mcRBM still performing best – overfitting to Swiss stations
seems to be less of a problem for music.

In Figure 7, we additionally plot the precision/recall curves for
Liu et al., Seyerlehner et al. (if applicable), our MLP on mcRBM
and DBN incl. mcRBM on the Austrian test set. The curves show
that our conclusions from the table are valid for a range of reason-
able thresholds.

5. DISCUSSION

Similar to how another feature learning approach unsupervisedly
found that images of digits come in 10 different shapes [29], the
mcRBM discovered that radio stations produce two different kinds
of content that are to be modeled separately (the same lateraliza-
tion of speech and music processing has also been observed in
the human brain [30]). Exploiting this, we were able to build a
highly accurate speech and music detector outperforming hand-
crafted features on a large corpus of recorded radio broadcasts.

Fine-tuning the mcRBM on labeled data noticeably improved
results on a test set of similar inputs, but worsened speech detec-
tion accuracy on broadcasts of lower quality recorded in a differ-
ent country. It may be worthwhile to investigate ways to regularize
fine-tuning of mcRBMs, to reduce overfitting.

Of course, our classifier is still not perfect – for example, it
may miss background music if it is too faint. Different low-level
representations, different preprocessing or a generative model di-
rectly targeted to audio data could improve results.

For real-world applications, it would be interesting to evalu-
ate if smaller models yield similar results at lower computational
costs. Although our classifier works at about 50 x real-time on a
consumer graphics card, the architecture used in our experiments
might be oversized for a binary classification problem.

our corpus, the feature of Seyerlehner et al. is inferior to multi-feature ap-
proaches even with this radical measure.
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Table 1: Speech detection performance of all methods on both test sets. For each method, we report the accuracy, precision, recall and
F-score in percent at binarization thresholds of 0.5 and 0.7. The best accuracy and F-score per column are marked in bold.

Swiss test set Austrian test set
Method threshold acc. prec. rec. f-sc. acc. prec. rec. f-sc.

P on mcRBM 0.5 96.3 89.0 95.8 92.3 95.8 93.8 93.7 93.8
0.7 97.0 94.0 93.0 93.5 95.1 96.0 89.4 92.6

MLP on mel 0.5 97.3 92.8 95.7 94.2 94.5 95.5 88.0 91.6
0.7 97.6 95.0 94.4 94.7 93.8 96.3 85.1 90.4

MFCCs 0.5 97.3 94.2 94.1 94.1 94.6 95.3 88.5 91.8
0.7 97.6 97.6 91.6 94.5 93.4 96.9 83.2 89.5

Liu et al. 0.5 97.4 93.5 95.4 94.4 95.2 94.7 90.9 92.7
0.7 97.5 95.5 93.7 94.6 94.6 95.9 87.8 91.7

DBN on mcRBM 0.5 97.4 92.5 96.7 94.6 96.6 95.4 94.4 94.9
0.7 97.8 95.4 95.1 95.3 96.0 96.7 91.3 93.9

MLP on mcRBM 0.5 97.9 93.9 97.1 95.4 97.0 95.9 95.1 95.5
0.7 98.1 95.9 95.7 95.8 96.6 96.8 93.1 94.9

DBN incl. mcRBM 0.5 98.3 96.0 96.8 96.4 95.9 96.7 91.2 93.9
0.7 98.4 96.4 96.5 96.4 95.8 97.0 90.3 93.6

Table 2: Music detection performance of all method on both test sets.

Swiss test set Austrian test set
Method threshold acc. prec. rec. f-sc. acc. prec. rec. f-sc.

P on mcRBM 0.5 94.4 98.2 95.2 96.7 94.1 98.6 94.2 96.4
0.7 94.1 99.1 93.9 96.4 91.6 99.2 90.5 94.7

MFCCs 0.5 95.6 98.5 96.2 97.4 92.1 96.8 93.4 95.1
0.7 94.4 99.0 94.3 96.6 92.0 98.0 92.1 95.0

DBN on mcRBM 0.5 95.7 98.6 96.2 97.4 94.7 97.6 95.8 96.7
0.7 94.8 99.0 94.8 96.8 93.9 98.5 93.9 96.2

MLP on mcRBM 0.5 95.9 98.7 96.4 97.5 94.7 97.8 95.7 96.7
0.7 95.1 99.1 95.1 97.0 93.9 98.6 93.9 96.2

Seyerlehner et al. 0.7 96.1 97.9 97.4 97.7 92.4 94.9 95.9 95.4
0.85 93.8 99.0 93.6 96.2 89.0 99.2 87.2 92.9

Liu et al. 0.5 96.1 98.1 97.3 97.7 93.5 96.8 95.2 96.0
0.7 95.6 98.7 96.1 97.4 93.1 97.9 93.6 95.7

MLP on mel 0.5 96.6 98.7 97.3 98.0 94.2 95.9 97.0 96.5
0.7 96.0 98.9 96.3 97.6 93.9 96.9 95.7 96.3

DBN incl. mcRBM 0.5 97.3 98.7 98.1 98.4 95.6 97.0 97.7 97.3
0.7 97.3 98.8 98.0 98.4 95.6 97.3 97.4 97.3
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Figure 7: Precision/recall curves on the Austrian test set
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