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ABSTRACT

In this paper, we propose a system that extracts the down-
beat times from a beat-synchronous audio feature stream
of a music piece. Two recurrent neural networks are used
as a front-end: the first one models rhythmic content on
multiple frequency bands, while the second one models the
harmonic content of the signal. The output activations are
then combined and fed into a dynamic Bayesian network
which acts as a rhythmical language model. We show on
seven commonly used datasets of Western music that the
system is able to achieve state-of-the-art results.

1. INTRODUCTION

The automatic analysis of the metrical structure in an au-
dio piece is a long-standing, ongoing endeavour. A good
underlying meter analysis system is fundamental for vari-
ous tasks like automatic music segmentation, transcription,
or applications such as automatic slicing in digital audio
workstations.

The meter in music is organised in a hierarchy of pulses
with integer related frequencies. In this work, we concen-
trate on one of the higher levels of the metrical hierarchy,
the measure level. The first beat of a musical measure is
called a downbeat, and this is typically where harmonic
changes occur or specific rhythmic pattern begin [23].

The first system that automatically detected beats and
downbeats was proposed by Goto and Muraoka [15]. It
modelled three metrical levels, including the measure level
by finding chord changes. Their system, built upon hand-
designed features and rules, was reported to successfully
track downbeats in 4/4 music with drums. Since then,
much has changed in the meter tracking literature. A gen-
eral trend is to go from hand-crafted features and rules
to automatically learned ones. In this line, rhythmic pat-
terns are learned from data and used as observation model
in probabilistic state-space models [23, 24, 28]. Support
Vector Machines (SVMs) were first applied to downbeat
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Figure 1: Model overview

tracking in a semi-automatic setting [22] and later used
in a fully automatic system that operated on several beat-
synchronous hand-crafted features [12]. The latter sys-
tem was later refined by using convolutional neural net-
works (ConvNets) instead of SVMs and a new set of fea-
tures [10,11] and is the current state-of-the-art in downbeat
tracking on Western music.

Recurrent neural networks (RNNs) are Neural Net-
works adapted to sequential data and therefore are the nat-
ural choice for sequence analysis tasks. In fact, they have
shown success in various tasks such as speech recogni-
tion [19], handwriting recognition [17] or beat tracking [2].
In this work, we would like to explore the application of
RNNs to the downbeat tracking problem. We describe a
system that detects downbeats from a beat-synchronous in-
put feature sequence, analyse the performance of two dif-
ferent input features, and discuss shortcomings of the pro-
posed model. We report state-of-the-art performance on
seven datasets.

The paper is organised as follows: In Section 2 we de-
scribe the proposed RNN-based downbeat tracking system,
in Section 3 we explain the experimental set-up of our eval-
uation and present and discuss the results in Section 4.

2. METHOD

An overview of the system is shown in Fig. 1. Two beat-
synchronised feature streams (Section 2.1) are fed into two
parallel RNNs (Section 2.2) to obtain a downbeat acti-
vation function which indicates the probability whether a
beat is a downbeat. Finally, the activation function is de-
coded into a sequence of downbeat times by a dynamic
Bayesian network (DBN) (Section 2.3).



2.1 Feature extraction

In this work we assume that the beat times of an audio
signal are known, by using either hand-annotated or auto-
matically generated labels. We believe that the segmenta-
tion into beats makes it much more easy for the subsequent
stage to detect downbeats because it does not have to deal
with tempo or expressive timing on one hand and it greatly
reduces the computational complexity by both reducing the
sequence length of an excerpt and the search space. Beat-
synchronous features have successfully been used before
for downbeat tracking [5, 10, 27]. Here, we use two fea-
tures: A spectral flux with logarithmic frequency spacing
to represent percussive content (percussive feature) and
a chroma feature to represent the harmonic progressions
throughout a song (harmonic feature).

2.1.1 Percussive feature

As a percussive feature, we compute a multi-band spec-
tral flux: First, we compute the magnitude spectrogram by
applying the Short-time Fourier Transform (STFT) with a
Hann window, hopsize of 10ms, and a frame length of 2048
samples, as shown in Fig. 2a. Then, we apply a logarithmic
filter bank with 6 bands per octave, covering the frequency
range from 30 to 17 000 Hz, resulting in 45 bins in total.
We compress the magnitude by applying the logarithm and
finally compute for each frame the difference between the
current and the previous frame. The feature sequence is
then beat-synchronised by only keeping the mean value per
frequency bin in a window of length ∆b/np, where ∆b is
the beat period and np = 4 is the number of beat subdivi-
sions, centred around the beginning of a beat subdivision.
An example of the percussive feature is shown in Fig. 2b.

2.1.2 Harmonic feature

As harmonic feature, we use the CLP chroma feature [26]
with a frame rate of 100 frames per second. We synchro-
nise the features to the beat by computing the mean over a
window of length ∆b/nh, yielding nh = 2 feature values
per beat interval. We found that for the harmonic feature
the resolution can be lower than for the percussive feature,
as for chord changes the exact timing is less critical. An
example of the harmonic feature is shown in Fig. 2d.

2.2 Recurrent Neural Network

RNNs are the natural choice for sequence modelling tasks
but often difficult to train due to the exploding and vanish-
ing gradient problems. In order to overcome these prob-
lems when dealing with long sequences, Long-Short-Term
memory (LSTM) networks were proposed [20]. Later, [4]
proposed a simplified version of the LSTMs named Gated
Recurrent Units (GRUs), which were shown to perform
comparable to the traditional LSTM in a variety of tasks
and have less parameters to train. Therefore, we will use
GRUs in this paper.

The time unit modelled by the RNNs is the beat period,
and all feature values that fall into one beat are condensed
into one vector. E.g., using the percussive feature with 45
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(d) Beat-synchronous chroma feature
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Figure 2: Visualisation of the two feature streams and their
corresponding network output of an 8-second excerpt of
the song Media-105701 (Ballroom dataset). The dashed
line in (c) and (e) represents the target (downbeat) se-
quence, the solid line the networks’ activations. The x-axis
shows time in seconds. The time resolution is one fourth
of the beat period in (b), and half a beat period in (d).



frequency bins and a resolution of np = 4 beat subdivi-
sions yields an input dimension of 45 × 4 = 180 for the
rhythmic RNN. In comparison to an RNN that models sub-
divisions of the beat period as underlying time unit, this
vectorisation of the temporal context provided an impor-
tant speed-up of the network training due to the reduced
sequence length, while maintaining the same level of per-
formance.

In preliminary tests, we investigated possible architec-
tures for our task and compared their performances on the
validation set (see Section 3.3). We made the following
discoveries: First, adding bidirectional connections to the
models was found to greatly improve the performance.
Second, the use of LSTMs/GRUs further improved the
performance compared to the standard RNN. Third, using
more than two layers did not further improve the perfor-
mance.

We therefore chose to use a two layer bidirectional
network with GRU units and standard tanh non-linearity.
Each hidden layer has 25 units. The output layer is a dense
layer with one unit and a sigmoid non-linearity. Due to the
different number of input units the rhythmic model has ap-
proximately 44k, and the harmonic model approximately
19k parameters.

The activations of both the rhythmic and harmonic
model are finally averaged to yield the input activation for
the subsequent DBN stage.

2.3 Dynamic Bayesian Network

The language model incorporates musical prior knowledge
into the system. In our case it implements the following
assumptions:

1. Beats are organised into bars, which consist of a con-
stant number of beats.

2. The time signature of a piece determines the number
of beats per bar.

3. Time signature changes are rare within a piece.

The DBN stage is similar to the one used in [10], with
three differences: First, we model beats as states instead
of tatums. Second, as our data mainly contains 3/4 and
4/4 time signatures, we only model these two. Third, we
force the state sequence to always transverse a whole bar
from left to right, i.e., transitions from beat 2 to beat 1 are
not allowed. In the following we give a short review of the
DBN stage.

A state s(b, r) in the DBN state space is determined by
two hidden state variables: the beat counter b and the time
signature r. The beat counter counts the beats within a bar
b ∈ {1..Nr} where Nr is the number of beats in time sig-
nature r. E.g., r ∈ {3, 4} for the case where a 3/4 and a
4/4 time signature are modelled. The state transition prob-
abilities can then be decomposed using

P (sk|sk−1) = P (bk|bk−1, rk−1)× P (rk|rk−1, bk, bk−1)
(1)

where

P (bk|bk−1, rk−1) =

{
1 if bk = (bk−1 mod rk−1) + 1
0 otherwise.

(2)
Eq. 2 ensures that the beat counter can only move steadily
from left to right. Time signature changes are only allowed
to happen at the beginning of a bar ((bk < bk−1)), as im-
plemented by

if (bk < bk−1)

P (rk|rk−1, bk, bk−1) =

{
1− pr if (rk = rk−1)
pr/R if (rk 6= rk−1)

else
P (rk|rk−1, bk, bk−1) = 0

(3)
where pr is the probability of a time signature change. We
learned pr on the validation set and found pr = 10−7 to be
an overall good value, which makes time signature changes
improbable but possible. However, the exact choice of this
parameter is not critical, but it should be greater than zero
as mentioned in Section 4.5.

As the sigmoid of the output layer of the RNN yields a
value between 0 and 1, we can interpret its output as the
probability that a specific beat is a downbeat and use it as
observation likelihood for the DBN. As the RNN outputs a
posterior probability P (s|features), we need to scale it by
a factor λ(s) which is proportional to 1/P (s) in order to
obtain

P (features|s) ∝ P (s|features)/P (s), (4)

which is needed by the observation model of the DBN. Ex-
periments have shown that a value of λ(s(b = 1, r)) = 100
for downbeat states and λ(s(b > 1, r)) = 1 for the other
states performed best on our validation set, and will be
used in this paper.

Finally, we use a uniform initial distribution over the
states and decode the most probably state sequence with
the Viterbi algorithm.

3. EXPERIMENTS

3.1 Data

In this work, we restrict the data to Western music only
and leave the evaluation of Non-Western music for future
work. The following datasets are used:

Ballroom [16, 24]: This dataset consists of 685 unique
30 second-long excerpts of Ballroom dance music. The
total length is 5h 57m.

Beatles [6]: This dataset consists of 180 songs of the
Beatles. The total length is 8h 09m.

Hainsworth [18]: This dataset consists of 222 excerpts,
covering various genres. The total length is 3h 19m.

RWC Pop [14]: This dataset consists of 100 American
and Japanese Pop songs. The total length is 6h 47m.

Robbie Williams [13]: 65 full songs of Robbie
Williams. The total length is 4h 31m

Rock [7]: This dataset consists of 200 songs of the
Rolling Stone magazine’s list of the “500 Greatest Songs
of All Time“. The total length is 12h 53m.



System Ballroom Beatles Hainsworth RWC pop Robbie Williams Klapuri Rock Mean
With annnotated beats:
Rhythmic 83.9 87.1 75.7 91.9 93.4 - 87.0 84.4
Harmonic 77.2 89.9 80.1 92.9 92.6 - 86.0 82.2
Combined 91.8 89.6 83.6 94.4 96.6 - 89.4 90.4
With detected beats:
Combined 80.3 79.8 71.3 82.7 83.4 69.3 79.0 77.3
[11] 77.8 81.4 65.7 86.1 83.7 68.9 81.3 76.1
Beat tracking results:
Beat tracker [1, 25] 89.0 88.4 88.2 88.6 88.2 85.2 90.5 88.3

Table 1: Mean downbeat tracking F-measures across all datasets. The last column shows the mean over all datasets used.
The last row shows beat tracking F-measure scores.

Klapuri [23]: This dataset consists of 320 excerpts,
covering various genres. The total length is 4h 54m. The
beat annotations of this dataset have been made indepen-
dently of the downbeat annotations and therefore do not
always match. Hence, we cannot use the dataset in experi-
ments that rely on annotated beats.

3.2 Evaluation measure

For the evaluation of downbeat tracking we follow [10,25]
and report the F-measure which is computed by F =
2RP/(R+ P ), where the recall R is the ratio of correctly
detected downbeats within a ±70ms window and the total
number of annotated downbeats, and the precision P is the
ratio of correctly detected downbeats within this window
and all the reported downbeats.

3.3 Training procedure

All experiments in this section have been carried out using
the leave-one-dataset-out approach, to be as comparable as
possible with the setting in [11]. After removing the test
dataset, we use 75% of the remaining data for training and
25% for validation. To cope with the varying lengths of
the audio excerpts, we split the training data into segments
of 15 beats and an overlap of 10 beats. For training, we
use cross entropy cost, and AdaGrad [9] with a constant
learn rate of 0.04 for the rhythmic model and 0.02 for the
harmonic model. The hidden units and the biases are ini-
tialised with zero, and the weights of the network are ran-
domly sampled from a normal distribution with zero mean
and a standard deviation of 0.1. We stop the learning after
100 epochs or when the validation error does not decrease
for 15 epochs. For training the GRUs, we used the Lasagne
framework [8].

4. RESULTS AND DISCUSSION

4.1 Influence of features

In this section we investigate the influence of the two dif-
ferent input features described in Section 2.1.

The performance of the two different networks is shown
in the upper part of Table 1. Looking at the mean scores
over all datasets, the rhythmic and harmonic network

achieve a comparable performance. The biggest differ-
ence between the two was found in the Ballroom and the
Hainsworth dataset, which we believe is mostly due to dif-
fering musical content. While the Ballroom set consists
of music with clear and prominent rhythm which the per-
cussive feature seems to capture well, the Hainsworth set
also includes chorales with less clear-cut rhythm but more
prominent harmonic content which in turn is better repre-
sented by the harmonic feature. Interestingly, combining
both networks (by averaging the output activations) yields
a score that is almost always higher than the score of the
single networks. Apparently, the two networks concentrate
on different, relevant aspects of the audio signal and com-
bining them enables the system exploiting both. This is in
line with the observations in [11] who similarly combined
the output of three networks in their system.

4.2 Estimated vs. annotated beat positions

In order to have a fully automatic downbeat tracking sys-
tem we use the beat tracker proposed in [1] with an en-
hanced state space [25] as a front-end to our system. 1

We show the beat tracking F-measures per dataset in the
bottom row of Table 1. With regard to beat tracking, the
datasets seem to be balanced in terms of difficulty.

The detected beats are then used to synchronise the fea-
tures of the test set. 2 The downbeat scores obtained with
the detected beats are shown in the middle part of Table 1.
As can be seen, the values are around 10% − 15% lower
than if annotated beats were used. This makes sense, since
an error in the beat tracking stage cannot be corrected in
a later stage. This might be a drawback of the proposed
system compared to [11], where the tatum (instead of the
beat) is the basic time unit and the downbeat tracking stage
can still decide whether a beat consists of one, two or more
tatums.

Although the beat tracking performance is balanced
among the datasets, we find clear differences in the down-
beat tracking performance. For example, while the beat
tracking performance on the Hainsworth and the Robbie
Williams dataset are similar, the downbeat accuracy dif-
fers more than 12%. Apparently, the mix of genres, in-

1 We use the DBNBeatTracker included in madmom [3] version 0.13.
2 We took care that there is no overlap between the train and test sets.
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Figure 3: Histogram of the downbeat F-measures of the
proposed system (a) and the reference system [11] (b)

cluding time signatures of 2/2, 3/2, 3/4 and 6/8, in the
Hainsworth set represents a challenge to downbeat track-
ing compared to the more simple Robbie Williams, which
mostly contains 4/4 time signatures.

4.3 Importance of the DBN stage

System annotated detected
RNN 85.0 73.7
RNN+DBN 90.4 77.3

Table 2: Mean downbeat tracking F-measures across all
datasets of the proposed, combined system. annotated and
detected means that annotated or detected beats were re-
spectively used to synchronise the features. RNN uses
peak-picking to select the downbeats, while RNN+DBN
uses the DBN language model.

To assess the importance of the DBN stage (Section 2.3)
we implemented a simple baseline, which simply reports
downbeats if the resulting (combined) RNN activations ex-
ceed a threshold. A threshold of 0.2 was found to yield
the best results on the validation set. In Table 2, we show
the results of the baseline (RNN) and the results of the
combined system (RNN+DBN). As can be seen, the com-
bination of RNN and DBN significantly outperforms the
baseline, confirmed by a Wilcoxon signed-rank test with
p < 0.01.

4.4 Comparison to the state-of-the-art

In this section we investigate the performance of our sys-
tem in relation to the state-of-the-art in downbeat tracking,
represented by [11]. Unfortunately, a direct comparison is
hindered by various reasons: The datasets used for train-
ing the ConvNets [11] are not freely available and the beat
tracker at their input stage is different to the one that we
use in this work. Therefore, we can only check whether the
whole end-to-end system is competitive and leave a modu-
lar comparison of the approaches to future work.

In the middle of Table 1 we show the results of the sys-
tem described in [11], as provided by the authors. The last
column shows the mean accuracy over all 1771 excerpts in
our dataset. A paired-sample t-test did not show any sta-
tistically significant differences in the mean performance

between the two approaches considering all data points.
However, a Wilcoxon signed-rank test revealed that there
is a significant (p < 0.01) difference in the median F-
measure over all data points, which is 89.7% for [11] and
96.2% for the proposed system. Looking at histograms of
the obtained scores (see Fig. 3), we found a clear peak at
around 66% F-measure, which is typically caused by the
beat tracking stage reporting half or double of the correct
tempo. The peak is more prominent for the system [11]
(Fig. 3b), hence we believe the system might benefit from
a more accurate beat tracker.

From this we conclude that overall the proposed sys-
tem (in combination with the beat tracker [1, 25]) per-
forms comparable to the state-of-the-art when looking at
the mean performance and even outperforms the state-of-
the-art in terms of the median performance.

4.5 Error analysis

In order to uncover the shortcomings of the proposed
model we analysed the errors of a randomly-chosen, small
subset of 30 excerpts. We identified two main factors that
lead to a low downbeat score. The first one, obviously,
are beat tracking errors which get propagated through to
the downbeat stage. Most beat tracking errors are octave
errors, and among them, the beat tracker mostly tapped
twice as fast as the groundtruth tempo. In some cases this
is acceptable and therefore would make sense to also al-
low these metrical levels as, e.g., done in [23]. The sec-
ond common error is that the downbeat tracker chooses the
wrong time signature or has problems following time sig-
nature changes or coping with inserted or removed beats.
Phase errors are relatively rare. Changing time signatures
appear most frequently in the Beatles dataset. For this
dataset, reducing the transition probability of time signa-
ture changes pr from 10−7 to 0 leads to a relative perfor-
mance drop of 6%, while the results for other datasets re-
main largely unaffected. Besides, the used datasets mainly
contain 3/4 and 4/4 time signatures making it impossible
for the RNN to learn something meaningful about other
time signatures. Here, creating a more balanced training
set regarding time signatures would surely help.

5. CONCLUSIONS AND FUTURE WORK

We have proposed a downbeat tracking back-end system
that uses recurrent Neural networks (RNNs) to analyse a
beat-synchronous feature stream. With estimated beats as
input, the system performs comparable to the state-of-the-
art, yielding a mean downbeat F-measure of 77.3% on a
set of 1771 excerpts of Western music. With manually an-
notated beats the score goes up to 90.4%.

For future work, a good modular comparison of down-
beat tracking approaches needs to be undertaken, possibly
with collaboration between several researchers. In partic-
ular, standardised dataset train/test splits need to be de-
fined. Second, we would like to train and test the model
with non-Western music and ‘odd’ time signatures, such
as done in [21].



The source code will be released as part of the
madmom library [3], including all trained models
and can be found together with additional material
under http://www.cp.jku.at/people/krebs/
ismir2016/index.html.
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