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ABSTRACT

We present an algorithm that allows for indexing music by
topic. The application scenario is an information retrieval
system into which any song with known lyrics can be in-
serted and indexed so as to make a music collection browse-
able by topic. We use text mining techniques for creating a
vector space model of our lyrics collection and non-negative
matrix factorization (NMF) to identify topic clusters which
are then labeled manually. We include a discussion of the
decisions regarding the parametrization of the applied meth-
ods. The suitability of our approach is assessed by measur-
ing the agreement of test subjects who provide the labels for
the topic clusters.

1 INTRODUCTION

The past few years have seen a tremendous amount of scien-
tific work in the field of music information retrieval. Much,
if not most of this work was concentrated on the acoustic
properties of music, while the semantic content conveyed
by the words of the songs was mostly ignored. There has
been some work on song lyrics, but the field has not gained
momentum comparable to work on acoustic features of mu-
sic. In much of the older work lyrics were used to side or
contrast with acoustic-based techniques in genre classifica-
tion of songs [8] or artists [7]. In newer work, lyrics have
become sources for metadata generation [9] and, probably
inspired by the evolution of Web 2.0, lyrics were found use-
ful as a basis for keyword generation for songs, a technique
that may ultimately lead to automatic tagging [12].

In our view, any music browsing or recommendation sys-
tem is incomplete if it does not incorporate the dimension of
the songs’ semantic content. It is therefore our goal to cre-
ate elements of such a system based on the analysis of song
lyrics. In the work at hand, we present the building blocks
of a system that allows for searching a collection of lyrics by
selecting from a set of topics. We describe the formal details
of the procedure which we propose for making a collection
of songs browseable by topic. Centrally to our algorithm,
we apply NMF for clustering the lyrics documents as pro-
posed in [13]. The resulting clusters are labeled manually

so that they can be used as the dimensions of a topic space
in which the documents are arranged.

The remainder of this paper is organized as follows: Sec-
tion 2 describes the dataset we work with, in Section 3 we
explain the details of our algorithm. Section 4 gives an ac-
count of the quality assessment we performed.

2 THE DATA

The music archive we work with is a subset of the collec-
tion marketed through Verisign Austria’s1 content down-
load platform. This subset comprises approximately 60.000
of the most popular audio tracks2 by some 6.000 artists.
The tracks are affiliated with one or more of 31 genres. The
most important genres are“Pop” (10817 songs),“Alter-
native” (9975 songs),“Hip-Hop” (4849), “Rock” (4632),
“Country” (3936) and“Dance/Electronic” (3454).

The lyrics to these songs were extracted from the inter-
net using the method presented in [5], which worked for
roughly two thirds of the songs. The reason for this rather
low rate of success is that the method we employed is not
suitable for some classes of tracks. Such classes comprise
of course the purely instrumental songs, but also works that
bear a compositeartist attribute, e.g.,“Mint Condition/feat.
Charlie Wilson of the Gap Band”or older and only locally
known music. After removal of duplicates, which are also
present in our dataset, we get a corpus of 33863 lyrics.

The lyrics are in 15 different languages, though the vast
majority is in English. We found about 300 Spanish songs,
roughly 30 in Italian, French, Gaelic and Latin; all other
languages are even less frequent.

3 ALGORITHM

The method we propose requires the lyrics collection to be
transformed into a vector space model in which each doc-
ument is represented as a vector defining its affiliation to a
set of topics. This transformation encompasses the follow-
ing steps:

1 http://www.verisign.at/
2 i.e., the most frequently accessed tracks within a certain time span



1. Preprocessing
Reading text from text files and creating a term-document
matrix (TDM).

2. Term Selection
Shrinking the TDM by dropping terms and documents.

3. Term Weighting
Changing the values for the terms in the TDM.

4. Clustering
Clustering the TDM using NMF.

5. Labeling
Manually assigning labels to the topic clusters.

6. Calculating Topic Affiliation
Automatically assigning topics to documents.

After this preparation the collection can be searched for top-
ics using a query vector that defines the weight for each
topic.

In the remainder of this section, we explain this algorithm
and its parameters and name techniques for optimizing the
results.

3.1 Preprocessing

To begin with, text files are read from the file system, the text
is tokenized and a TDM is created without the application
of stemming. For this step we use the R packagetm [10, 3].

A closer look into our corpus reveals a correlation be-
tween the length of the text and its quality: the shorter it
is, the more unlikely it is to contain the complete lyrics, but
rather only a small part of it or, in some cases, only snippets
of html code or text on a web page. A viable solution for im-
proving the quality of the corpus is therefore to filter short
lyrics. However, some songs actually do have very short
lyrics (see Example 3.1); moreover, this is more common in
some genres than in others, so filtering introduces a genre
bias into the corpus. We decided to accept this trade-off on
the one hand because our research is not focused on genres
and on the other hand because lyrics that short do not con-
vey much semantic content to analyze, at least not in textual
form.3 Our corpus was created using a lower threshold of
200 characters for the length of lyrics. The number of songs
in the collection was thus reduced by approximately 3% to
32831.

3 Note that brevity of lyrics may, however, be a valuable piece of infor-
mation in a general music recommendation scenario.

Oh oh oh whoah
Oh oh oh whoah
Oh oh oh whoah

“Switch 625” by

Def Leppard

That’s right
Have more rhythm
Woooo!
More rhythm

“Cherry Twist” by

The Chrystal Method

Example 3.1: Two songs with very short lyrics.

Our lyrics harvesting system assigns a confidence value
to each extracted text (see [4]), which reflects the strengthof
agreement found in the different versions of the text. We use
this value to identify lyrics to be deleted due to insufficient
agreement and hence doubtful quality. The confidence value
is a real value∈ [0, 1]. Informal analysis showed that this
value indicates poor quality quite realiably below 0.7. For
lyrics with higher confidence value, a difference in this value
did not seem correlated with a corresponding difference in
the observed quality. These findings led us to set the lower
threshold to 0.7, which further reduced the number of songs
by 1.5% to 32323.

3.2 Term Selection

Reducing the number of terms is a powerful measure to in-
fluence the outcome of the subsequent clustering stage. On
the one hand, this decreases the size of the TDM, making
any subsequent computation faster and thus allowing more
thorough experimentation. On the other hand, experiments
showed that term selection can have tremendous influence
on the kind of clusters that are produced.

Two approaches are used to cut down on the number of
terms. First, stopword lists for a number of languages help
to remove the most frequent words that are not considered to
be helpful for topic clustering. We used stopwords4 for En-
glish, Spanish, French and German and a custom stopword
list for lyrics 5 . Second, terms and documents are deleted
if they do not meet conditions defined by upper and lower
thresholds for the document frequency6 of a term (fmax,
fmin) and by a minimal term count for documents (tmin).

Terms with particularly high or low document frequency
are natural candidates for removal from the TDM. Terms oc-
curring in only one document can hardly be useful for clus-
tering, as they only add dimensions to the document rep-
resentation in which documents are equally dissimilar from
one another. We therefore chose to eliminate all terms with
a document frequency of 1, which in our case reduced the
memory consumed by the TDM by about 3%.

4 These lists come with the R packagetm and are part of the snowball
stemmer (http://snowball.tartarus.org/)

5 This list contains mainly exclamations like“uuh” and non-lyrics terms
such as“songlyrics” or “inurl”

6 i.e., the number of documents a term occurs in.



Terms with a very high document frequency account for
dimensions of the document representation in which a great
amount of documents are similar. With respect to cluster-
ing, these dimensions may be regarded as noise that makes
the real clusters more difficult to discern. This rationale
suggests that the clustering result improve when frequent
terms are removed. Moreover, removing the frequent terms
greatly reduces the space consumed by the TDM: in our
case, deleting terms with a document frequency> 500 re-
duced the memory consumption by 42%. However, the dis-
advantage of this strategy may be that clusters mainly de-
fined by frequent terms are lost.

Early findings suggested that the use of an upper limit for
the document frequency makes the resulting clusters more
diverse, but more systematic experimentation convinced us
that it was better to usefmax = ∞.

3.3 Term Weighting

It has been proposed to use TF×IDF [11] as the weighting
scheme prior to NMF clustering [13]. In text retrieval appli-
cations, the purpose of the weighting function is to amplify
the weights of the terms that are most typical for a docu-
ment and to lower the weights of the other terms. This is
because the main use case of the method isretrieval, i.e.,
finding documents that match a user-defined query. In our
algorithm, however, the use case to optimize for is not re-
trieval butclustering. During our experiments, we learned
that this requires different properties of the weighting func-
tion.

We investigated the usefulness of three different weigh-
ing schemes in our context: term frequency weighting (i.e.,
no change to the TDM at all), TF×IDF and binary (i.e., re-
placing all nonzero entries in the TDM by 1). We found that
binary weighting yielded the best results both in terms of
individual cluster quality and evenness of the document-to-
cluster distribution. Clustering using term frequency weight-
ing produces term clusters in which the frequent terms are
clearly overrepresented. Similarly, when applying TF×IDF
weighting before clustering, the terms with low document
frequency are too important in the resulting term clusters.

3.4 Clustering

We decided to use NMF [6, 13] for automatic topic detec-
tion as it is a clustering technique that results in additive
representation of items7 [6], a property that distinguishes it
from most other clustering techniques. We also evaluated
latent semantic analysis (LSA) [2], but found that it is not a
suitable techniques for large sparse matrices due to its space
complexity. Using NMF, the TDM is approximated by the

7 e.g., song X is represented as 10% topic A, 30% topic B and 60% topic
C
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Figure 1. Non-negative factorization of the TDM. The
TDM is approximated by the product WH.

matrix product of two matrices of appropriate dimensional-
ity. NMF is parametrized most prominently by the number
of clusters that it shall produce,k. More formally, letT be
the TDM,W andH the factor matrices, and

Tdocuments×terms = Wdocuments×kHk×terms (1)

The parameter k is theinner dimensionof the factorization,
i.e. the dimension that both factor matrices share. The ap-
proximation of the TDM by the NMF is depicted in Figure
1. For our purposes, the more important matrix of the two
factor matrices isH, which contains the weight of each term
in each cluster.

A low value for k causes NMF to produce clusters that
are actually mixtures of multiple topics, which may be re-
lated hierarchically, but this is not neccessarily the case. For
instance, one cluster may describe the topic“love” , and on
a closer look, the sub-topics“loss” , “happy” and“family”
are recognizable, while another cluster could at first glance
contain only the“gangsta” topic but at the same time be the
strongest cluster for all spanish songs. In the first case, the
clustering result is acceptable - none of the songs that fall
into the cluster would really be misclassified; the only valid
criticism is the lack of exactness. In the latter case, a portion
of the lyrics that fall into that cluster are clearly misclassi-
fied because the cluster combines multiple different “real”
topics.

When using high values fork, NMF tends to produce
more specific clusters, most of which are quite interesting
and useful. One of the drawbacks of this setting, however,
is a tendency of NMF to find the same topics multiple times.
Another noticeable side effect of highk values is that the im-
portant terms simply tend to be strong co-occurrents of the
first term in the cluster, so the cluster represents not really a
topic but rather contains the standard result of co-occurrence
analysis.
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Figure 2. Computation of the documents’ affiliation
strength to the clusters. The manually assigned cluster la-
bels in this example are ’love’, ’party’ and ’loss’.

After carefully weighing the benefits and drawbacks of
both approaches, we decided to use a high value for the
number of clusters in NMF. We conducted experiments for
optimizingfmax andk, and as a result, we chose to setk to
60 (andfmax to∞, as stated above).

3.5 Labeling

In order to make the clustering useful to an end user, the
clusters need some kind of identifiers associated with them
that hint at the nature of each cluster’s content. Labeling
a cluster was done manually by reading its most impor-
tant terms and assigning one or more words that best sum-
marised those terms. The exact procedure followed in label-
ing the clusters, and the results are described in Section 4.

3.6 Calculating Topic Affiliation

The degree of membership of a document in each cluster is
computed using the orginal TDM weighted with term fre-
quencies. This step is shown in Figure 2. First, only the
columns (i.e. terms) that were used in the NMF are se-
lected ( ha ). The resulting matrix is multiplied by the trans-
posed factor matrixH from the NMF that contains the term
weights per cluster (ib ). Hence, for each cluster and each
document, each term belonging to the document is multi-
plied by the weight of the term in the cluster and the sum
over these products is regarded as the weight of the cluster
for the document. After the calculation of this document af-
filiation matrix, its rows are normalized to a length of 1 in
the euclidean norm.

3.7 Query Formulation and Document Retrieval

Retrieval of documents requires defining a query specifiying
which clusters the documents should belong to. Resulting
documents are ranked with respect to that query. A query
vector is defined, assigning a weight to each cluster. The
cosine similarity values between the rows of the document
affiliation matrix and the query vector define the rank of all
documents in the query result. The result is sorted in de-
scending order; the first results are the most relevant ones.

4 ASSESSMENT OF LABELING

4.1 Setup

Stages 1-4 of the described algorithm were applied to our
lyrics database with the settingsk = 60 and fmax =∞,
as explained above. The resulting 60 clusters were used as
basis for a two-phased experiment that was inspired by the
delphi method [1] which is a common method for obtaining
opinion consensus from a group of experts.

In the first phase, test subjects were shown the most im-
portant terms8 of each cluster and were asked to provide
tags that summarise the terms.

In the second phase, the same word lists were shown to
the same test subjects, but this time the task was to choose
the best tags from those collected during the first phase, but
not more than two. These tests were carried out with 6 sub-
jects, all male between 20 and 32 years of age with strong
background in computer science and little in music.

4.2 Evaluation Measure

The strength of agreement among test subjects cannot be
measured after the first phase because they are completely
free in their production of tags, so it is very unlikely that
identical tags be used. In phase 2, when the subjects have to
choose from the tags produced during phase 1, this is pos-
sible because everyone has to perform the very same task.
For estimating the significance of the labeling outcome, we
compute the probability of the actual result being attainedby
completely random behaviour on behalf of the subjects. The
rationale is similar to that of methods for assessing inter-
coder agreement: The lower this probability is, the more
evidence there is that the result is due to intelligible features
of the data.

During phase 2, there was a given number of tags (m)
associated with a given cluster9 . If a person chose a tag
at first position, we assigned a grade of 1 to that tag. If
the person chose it for the second position, the grade was

8 Those terms with a weight stronger than mean + std.dev. of all term
weights in the cluster, sorted by weight. Not more than 30 termswere
shown.

9 There were at least 2 tags for each cluster, at most 10; mean tag count
per cluster was 6.25.



2, all other tags were assigned grade 3. Thus, In the whole
session, a (n × m) grading matrix was created containing
the grades for allm tags created by alln test subjects.

The behaviour of the subjects was modeled as follows:
For a given cluster, i.e., for a givenm, a subject could choose
one of the tags as the best tag with a probability ofP (first) =
p1 and chose none with probabilityP (none) = 1 − p1.
If a tag was chosen best, each tag was equally probable
to be chosen with a probability of1/m. Then, the per-
son could pick another tag as second best with probability
P (second|first) = p2 and no second best tag with prob-
ability P (nosecond|first) = 1 − p2. If a tag was chosen
as second best, again, all tags were equally probable for this
choice with probability1/(m − 1).

The model parametersp1 andp2 are computed based on
the behaviour of the test subjects.p1 is defined as the per-
centage of cases in which at least one tag was chosen,p2 as
the percentage of the former cases in which also a second
tag was picked.

Consequently, givenm, p1 andp2, the probability p(g)
for a tag to get gradeg ∈ {1, 2, 3} is

p(1) = p1p2

m
+ p1(1−p2)

m
(2)

p(2) = p1p2

m
(3)

p(3) = p1p2(m−2)
m

+ p1(1−p2)(m−1)
m

+ 1 − p1 (4)

As the result of phase 2, we get a grading matrix for each
cluster. The strength of agreement is assessed by comput-
ing how probable the column means of such a matrix are a
priori. As each value in each column takes the values 1,2 or
3 with the probabilities explained above, the probability for
a column to containg1 times the grade 1,g2 times 2 andg3

times 3 is
n!

g1!g2!g3!
p(1)g1p(2)g2p(3)g3 (5)

The likelihood of reaching a given column mean (i.e.,
average grade for a tag) is the sum of the probabilities of all
grade combinations that result in the same or a better mean.

4.3 Discussion

The result of the assesment procedure is a number of tags
for each cluster. The tags are associated with a grade and a
value which indicates the likelihood for the grade to result
from chance agreement among subjects. Table 1 shows the
best-graded tag of each cluster, provided that the said like-
lihood is at most 10%. Due to this selection criterion, only
41 out of 60 tags are shown. As stated in Section 3.4, the
same topic are found multiple times; this is reflected here in
tags occurring more than once (e.g.,“dream” , “emotion”
or “gangsta”).

appearance boysandgirls boysandgirls brokenhearted
clubbing conflict crime dance
dance depression dream dream
emotion emotion family feelings
future gangsta gangsta gangsta
gangsta goingout gospel hardtimes
hiphop home leave listen
loneliness loss love love
love music music nature
party sorrow talk weather
world

Table 1. Winning tags at a significance level of 10%
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# 
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0.0 0.2 0.4 0.6 0.8 1.0

0
15

30
Figure 3. Number of clusters per significance level of the
winning tag

Figure 3 shows the levels of significance for the most
popular tag of each cluster in 5% steps. In 31 out of 60
clusters, the best tag was agreed on with a less than 5% like-
lihood of chance agreement. For another 10 clusters, the
significance level was between 5 and 10%.

These results suggest that a reasonable portion of the
clusters describes discernable topics and that they are re-
liably tagged.

5 CONCLUSION

The work at hand explains the structure and parametriza-
tion of an algorithm for the application of NMF to song
lyrics. The focus is on showing the distinct stages of the al-
gorithm and the considerations concerning the choice of pa-
rameter values for each stage. The most interesting choices
for parameter values, in our view, are a) the high value for
k (60 may still not be high enough) and b) the use of binary
weighting prior to NMF clustering.

We also present an assessment of the clustering outcome
indicating that most of the topic clusters resulting from our
algorithm are useful for indexing our music collection. The
procedure used for assessment is at the same time an integral
part of the algorithm, the labeling stage, which has the con-
venient property that a statistically interpretable confidence
value is calculated for each cluster so that it can be rejected
or accepted for use in the subsequent stages.



6 FUTURE WORK

We plan to integrate the proposed method into an exising
MIR system10 . Only then the effects of certain parameter
settings can be evaluated effectively. We also plan on eval-
uating our system in a user study with more test subjects
than in the work at hand so as to produce statistically sig-
nificant results. In addition to that, the question arises how
similar clusters can be combined or hierarchically arranged
for display to end users. Another interesting route of inquiry
is hierarchical or iterative NMF clustering with the goal of
finding less frequent topics. Taking the whole approach one
step further, using NMF may turn out to be only one ap-
proach among many for creating weighted word lists (i.e.,
clusters) for indexing song collections. We consider the use
of term co-occurrences most promising for the semi-manual
definition of such lists for topics that are known to be con-
tained in the archive but are not found by clustering. Ulti-
mately, this task could be done by end users, allowing them
to define and fine-tune topic classifiers themselves.
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