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ABSTRACT

Both in interactive music listening, and in music perfor-
mance research, there is a need for automatic alignment of
different recordings of the same musical piece. This task
is challenging, because musical pieces often contain parts
that may or may not be repeated by the performer, possi-
bly leading to structural differences between performances
(or between performance and score). The most common
alignment method, dynamic time warping (DTW), cannot
handle structural differences adequately, and existing ap-
proaches to deal with structural differences explicitly rely
on the annotation of “break points” in one of the sequences.
We propose a simple extension of the Needleman-Wunsch
algorithm to deal effectively with structural differences,
without relying on annotations. We evaluate several au-
dio features for alignment, and show how an optimal value
can be found for the cost-parameter of the alignment al-
gorithm. A single cost value is demonstrated to be valid
across different types of music. We demonstrate that our
approach yields roughly equal alignment accuracies com-
pared to DTW in the absence of structural differences, and
superior accuracies when structural differences occur.

1. INTRODUCTION AND RELATED WORK

A variety of music processing scenarios involve alignment
of music in the form of either symbolic scores, or audio
recordings (or both). In some cases, alignment is used to
compute a similarity score between instances of a musi-
cal piece. This is useful for example in plagiarism de-
tection [7] and cover song identification [3, 19]. In other
cases, it is the alignment itself that is of use. Examples are
automatic transcription [20], computer assisted music pro-
duction [14], real-time score-following for automatic page
turning [1], and automatic accompaniment [5, 6].

There are several factors that make accurate alignment
of music a challenging task. Firstly, in case of audio align-
ment, the acoustic properties of the recordings may be very
different, due to differences in instrumentation, recording,

Permission to make digital or hard copies of all or part of this work for

personal or classroom use is granted without fee provided that copies are

not made or distributed for profit or commercial advantage and that copies

bear this notice and the full citation on the first page.
c© 2013 International Society for Music Information Retrieval.

mixing, and mastering. Secondly, interpretations of mu-
sical pieces by human performers tend to have expressive
variations, causing different interpretations of a piece to di-
verge in both global and local tempo and dynamics. Thirdly,
performance errors may lead to occasional missing, or in-
serted notes. A fourth complicating factor is the fact that
musical pieces are often composed of smaller musical units,
where units may be repeated or not, or even left out com-
pletely, according to the taste of the musician or conductor.
This may lead to what we refer to as structural differences
between performances of the piece.

The problem of aligning music with structural differ-
ences has been addressed in a number of studies. In most
of these, the problem setting is score-to-performance align-
ment, in which a symbolic representation of a musical score
is mapped to a performance of that score. In a symbolic
score representation, it is relatively easy to mark points
where performances are likely to diverge. For example,
Fremerey et al. [9] develop a method that relies on explicit
annotations of possible jump points in the score where dou-
ble bar lines occur. A similar approach is taken by Pardo
and Birmingham [18].

In performance-performance alignment, as opposed to
score-performance alignment, it is generally not possible
to rely on such annotations, since there is no score rep-
resentation involved. Müller and Appelt [16] propose a
method to deal with structural differences in performance-
performance alignment. This approach uses dynamic time
warping (DTW) in combination with pre-processing of the
similarity matrix, and post-processing of alignment paths.

In this paper we start from the observation that DTW
has shortcomings when dealing with structural differences
in music recordings (Section 2). Our intention is to show
that other variants of dynamic programming alignment are
more effective. In particular, it is beneficial to include
skip operations, as well as one-to-many and many-to-one
matching, as in the algorithm of Mongeau and Sankoff [13],
who use this approach for measuring similarity between
melodies as sequences of notes, and Grachten et al. [10],
who design alignment operations to capture the semantics
of expressive musical behavior, like spontaneous ornamen-
tations of notes in a performance. To our knowledge, such
extensions of the classical dynamic programming variants
have not been used in the context of audio alignment.

Along with this alternative alignment method (Section
3.1), we propose a method to estimate the optimal value for



the gap penalty, a parameter that controls the behavior of
the alignment (Section 3.3). In Section 4, we experimen-
tally determine the utility of various audio features with
respect to the effectiveness of the gap penalty across differ-
ent types of music. Based on the most successful feature,
and the corresponding optimal gap penalty, we perform a
quantitative evaluation of the alignment accuracy of our
proposed approach, in comparison to DTW (Section 4.2).

2. PROBLEM DESCRIPTION

Aligning two sequences requires a distance measure that
quantifies how different their elements are. In Section 4.1.1,
we will discuss different types of features and distance
measures in more detail in the context of audio alignment.
For now, let s and t be the sequences to be compared, of
lengths M and N respectively. We refer to s and t as the
source and target sequence, respectively. We use d(i, j) to
denote the distance between the i-th element of s and the
j-th element of t, where 1 ≤ i ≤M and 1 ≤ j ≤ N .

2.1 Dynamic time warping (DTW)

DTW computes the minimal cost of aligning s and t. It can
be expressed as dtw(M,N), where dtw is defined by the
recursive equation:

dtw(i, j) =


0, if i = 0, j = 0
∞, if i = 0, j 6= 0 or j = 0, i 6= 0

d(i, j) + min


dtw(i− 1, j − 1))
dtw(i− 1, j)
dtw(i, j − 1),

otherwise

(1)
The alignment that leads to dtw(M,N) is called the op-

timal alignment, and can be easily recovered by keeping
track which argument of the min operator is selected in
(1).

As the name of the algorithm states, dynamic time warp-
ing is a method to align sequences that are time warped
versions of each other. That means that the sequences rep-
resent the same order of events, but the duration of events
may differ from one sequence to the other. This time warp-
ing assumption explains why in DTW, each element of
one sequence must be matched to an element of the other
sequence. When the sequences are structurally different
however, this assumption is violated: the sequences con-
tain elements that are not to be matched to elements in
the other sequence. By forcing a match between elements,
DTW produces undesired alignments in such cases.

2.2 Needleman-Wunsch alignment (NW)

A solution to this problem is to allow the alignment al-
gorithm to skip unmatchable parts of either sequence. The
cost of skipping should not be proportional to the distances
between the elements of the sequences, since these dis-
tances are not relevant in the case of unmatchable sequences.
This type of alignment is achieved by another member of
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Figure 1. Distance matrix between two structurally dif-
ferent sequences; Dark cells represent low distances, light
cells high distances; The DTW path jumps over a repeated
section ‘uncleanly’, the NW path makes a clean jump

the family of dynamic programming algorithms for opti-
mal sequence alignment – the Needleman-Wunsch algo-
rithm (NW) [17]. This algorithm computes the minimal
cost nw(M,N) of aligning s and t using the equation:

nw(i, j) =



0, if i = 0, j = 0
γ + nw(i, j − 1), if i = 0, j 6= 0
γ + nw(i− 1, j), if j = 0, i 6= 0

min


d(i, j) + nw(i− 1, j − 1)
γ + nw(i− 1, j)
γ + nw(i, j − 1),

otherwise

(2)
where γ is a constant referred to as gap penalty. (2)

shows that the distance d(i, j) between two elements i and
j is only relevant to the alignment when it is sufficiently
low. As soon as d(i, j) > γ, the algorithm will favor an
insertion or deletion to a match (the final decision for an
insertion or a deletion will only be made after the algorithm
has processed the sequences entirely).

The difference between DTW and NW is illustrated in
Figure 1, displaying the distances between the elements of
two artificial sequences s and t, and the optimal DTW and
NP alignments. The rows and columns are labeled to clar-
ify the structure of s and t. In particular, s consists of two
repetitions of a 4-tuple A, plus a 2-tuple B. Sequence t is
the concatenation of one instance of A, and B. The DTW
path aligns the elements of the second A in s partly to el-
ement A4 in t, and partly to element B1, where the exact
alignment depends on the distances between those (non-
matching) elements. The NW path (computed with a suit-
able value for γ) favors the deletion of the elements of the
second occurrence of A over a sequence of poor matches.
Note that this yields a clean and intuitive jump of the NW
path across the second A in s.

2.3 Two problems of NW alignment

The use of Needleman-Wunsch for aligning music recor-
dings introduces two problems. The first is that although
NW handles structural differences, it does not handle time



warping. Since elements in the sequences can be either
matched to a single other element, or skipped entirely, there
is no way to deal with the fact that the music of the two re-
cordings may be played at different tempos. Fortunately,
a simple extension of the Needleman-Wunsch algorithm,
described in Section 3.1, remedies this shortcoming.

The second problem is that – unlike DTW in its ba-
sic form 1 – NW involves a parameter γ, and the quality
of the alignment will depend on the value of γ. Which
value of γ gives good alignments will depend on the audio
content and the features used to represent that content. In
Section 3.3, we propose a method to estimate the optimal
value for γ based on empirical data. In Section 4, we use
this method to evaluate different features on various types
of music.

3. PROPOSED SOLUTION

In this section we propose solutions to the two problems
of NW alignment described above. Firstly, we propose an
extension of the NW algorithm to deal with the time warp-
ing aspects of aligning music performances. Secondly, we
describe a method to estimate the gap penalty γ.

3.1 Needleman-Wunsch time warping (NWTW)

DTW handles time warping by matching multiple elements
of one sequence to a single element in the other sequence.
Although this is not possible in the original NW algorithm,
it is easy to add further arguments to the min operator, that
represent many-to-one and one-to-many operations. In the
following equation, which is a revision of (2), a 1-to-2 and
a 2-to-1 operation have been included:

nw(i, j) =



0, if i = 0, j = 0
γ + nw(i, j − 1), if i = 0, j 6= 0
γ + nw(i− 1, j), if j = 0, i 6= 0

min


d(i, j) + nw(i− 1, j−1)
d(i, j)+ d(i, j−1)+ nw(i−1, j−2)
d(i, j)+ d(i−1, j)+ nw(i−2, j−1)
γ + nw(i−1, j)
γ + nw(i, j−1), otherwise

(3)
Appropriate names for these operations are lengthen and

shorten, respectively, since the first is cost-effective when
the music in t is up to two times slower than the music in
s, and the second is cost-effective when it is (up to two
times) faster. In case there is only a slight difference in
tempo between s and t, shorten and lengthen operations
occur only occasionally among a majority of match opera-
tions. Additional operations may be defined to handle even
greater tempo differences, but such differences rarely oc-
cur in practice.

3.2 Algorithmic complexity

The NW algorithm – like DTW – requires the computation
of a full matrix of intermediate results which are assembled

1 Extensions of DTW that include weights for operations are discussed
in [15]

into the final result in a backtracking step. This implies
time and space requirements of order O(MN), where M
and N are the lengths of the two sequences. Compared
to NW, our extension NWTW introduces a higher per-cell
cost during the construction of the dynamic programming
matrix, since we add lengthen and shorten operations that
have to be taken into consideration when finding the opti-
mal operation in (3). However, as this cost is constant and
not dependent on M and N , it does not change the overall
complexity of the algorithm.

In practice, NWTW based on fully computing the dy-
namic programming matrix is feasible on current desktop
computers for audio files up to about 15 minutes. For
longer audio files, we use multi-step dynamic program-
ming [15], where full dynamic programming is used for
downsampled feature vectors. Subsequent alignments for
higher resolution feature vectors are computed for a band
of fixed width around the previously computed (coarse)
alignment path.

3.3 Estimation of optimal gap penalty γ

The gap penalty γ value serves as an upper bound on the
distance between pairs of elements that are considered to
match: if the distance is larger than γ, the alignment will
favor skipping one of the elements. This means that the
choice of γ is essentially a binary classification problem,
in which pairs of elements are to be classified as match
or non-match, based on their distance. Let p(x|match)
denote the distribution of distances between matching el-
ements, and p(x|non match) the distribution of distances
between non-matching elements, then the optimal value γ̂
can be defined as the value of γ that minimizes the ex-
pected classification error:

γ̂ = argmin
γ

∫ γ

0

p(x|non match) dx +

∫ 1

γ

p(x|match) dx

= argmin
γ

∫ γ

0

p(x|non match)− p(x|match) dx

(4)
Figure 2 shows p(x|match), and p(x|non match) for

imaginary data, together with the corresponding optimal
value of γ. Since DTW reliably finds correct alignments
between recordings in the absence of structural differences
[8], the alignments it produces on such recordings pro-
vide samples from the population of matching audio fea-
tures, allowing us to estimate p(x|match). By sampling
randomly from the distance matrix (excluding cells on the
DTW path), we obtain samples from p(x|non match).
With these distributions (which can often be well approx-
imated by beta-distributions), we can obtain γ̂ from data
using a numerical approximation of (4).

Obviously, the actual form of these two distributions
will depend on the musical content, the audio features, and
the distance function used for alignment. In this context,
the best combination of audio features and distance func-
tion is that which maximizes the divergence between the
two distributions across musical content, since it facilitates
distinguishing matching audio from non-matching audio.
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Figure 2. Schematic diagram of distance distributions
between pairs of matching elements (solid), and non-
matching elements (dashed); the optimal value of γ is in-
dicated with a dotted vertical line

4. EXPERIMENTAL EVALUATION

In this section, we evaluate our proposed method NWTW
by comparing it to DTW, on recordings both with and with-
out structural differences. Before we do this, we assess
different audio features by looking at how well they allow
for separating matching from non-matching audio, as de-
scribed in Section 3.3. Based on the results of that evalu-
ation, we choose an audio feature, and choose the optimal
γ for that feature. With this value of γ, we instantiate the
NWTW algorithm, and perform a quantitative comparison
of NWTW and DTW.

4.1 Choice of audio features and γ: Method and data

The purpose of this experiment is to find audio features for
which the values in the distance matrix are as low as possi-
ble when they lie on the correct alignment path, and as high
as possible otherwise. More specifically, we are interested
in the features that maximize the divergence between the
distance distributions of those two classes. The rationale
for this is that with increasing divergence, the separation
of the two classes by the gap penalty parameter will be
more successful.

The pairs of audio recordings used for the evaluation are
manually selected such that no structural differences occur.
For each of the pairs, the optimal DTW path is computed
to align the audio. From this alignment, the two distance
distributions are computed.

4.1.1 Features

The features we evaluate are all known from the litera-
ture, including both standard features, such as MFCC and
CQT coefficients, and more special purpose features such
as PSD [8] and LNSO/NC [2]. Except for the LNSO/NC
features (which are deliberately chosen to be used in con-
junction with an adaptive distance function), all features
are used in combination with the cosine distance measure,
normalized to the interval [0, 1].

Mel frequency cepstral coefficients (MFCC). Mel Fre-
quency Cepstral Coefficients [12] are an STFT based audio
representation well known in speech and music processing.

MFCC’s are a compressed version of the spectral envelope
of a short-term section of an audio signal, and they are es-
pecially useful for capturing the timbre and the formant
structure of speech/music signals. It is common to ignore
the first MFCC coefficient, and to take only the first n co-
efficients. Here we evaluate both n = 13 and n = 50. In
addition to that, we use two FFT sizes: 46ms, and 372ms.

Constant Q transform (CQT). The Constant Q transform
[4] is a time-frequency transform, but unlike the STFT
– which implements a constant bin width and therefore
yields a non-constant bin center frequency to bin width
ratio (the Q value) — it forces the Q value to stay con-
stant and modifies the bin widths accordingly. The CQT
is suitable for representing musical audio signals since its
structure resembles the diatonic scale: all octaves are an
equal number of bins apart.

Positive spectral difference (PSD). This feature was pro-
posed in [8], and is designed to capture onset information
for performance-to-performance alignment. It is based on
a Short Time Fourier Transform with the frequency bins
mapped to a musically meaningful scale. The PSD feature
is computed as the half-wave rectification of the energy dif-
ference per frequency bin from one audio frame to the next.

Locally adaptive features/distance (LNSO/NC). For the
purpose of audio alignment, Arzt et al. [2] propose to com-
pute a weighted sum of distances of two features. The first,
Locally Normalized Semitone Onset (LNSO) is an adapta-
tion of PSD, and responds strongly to onsets. In absence of
onsets, the distance is dominated by a second feature, Nor-
malized Chroma (NC), capturing harmonic information.

4.1.2 Data

In order to ensure generality of the results beyond a single
type of acoustic signals, we use three different classes of
recordings (all obtained from commercial cd’s):

Symphony orchestra: 7 Pieces from 5 different Beethoven
symphonies, by 10 different conductors, amounting to 148
comparisons between 59 recordings (4.4 hours of music).

Solo guitar: The complete guitar works of Villa-Lobos
(23 pieces), by 5 performers, amounting to 103 compar-
isons between 83 recordings (4.6h).

Solo piano: 14 Movements from 6 different piano sonatas
by Mozart, by 7 performers, amounting to 720 compar-
isons between 308 recordings (6.4h).

4.2 Comparison of NWTW and DTW: Method and
data

In this part of the experimentation we evaluate alignment
accuracies quantitatively using manual annotations of the
beat in a set of recordings of Mozart piano sonatas. We use
the evaluation procedure used in [8], in which for each an-
notated beat the alignment error is the Manhattan distance



(in frames) to the closest point on the computed alignment.
We compare DTW and NWTW, both on pairs of recording
with and without structural differences. When structural
differences occur, the alignment error for a given beat is
the minimum error among the instances of that beat in the
repetitions. Informally, the error criterion does not penal-
ize the alignment for passing through one repetition of a
section rather than through another.

4.2.1 Data

The recordings we use for this are from the same solo piano
data set as the data described in Section 4.1.2, for which
manual beat annotations are available (details on the an-
notation process can be found in [21]). We take pairs or
recordings from this set such that each pair is a recording
of the same piece by a different performer. Of these pairs,
74 are without structural differences. This set involves 6
performers, playing 41 movements from 20 sonatas. In
addition, we take pairs of recordings with structural dif-
ferences. This set consists of 133 pairs, and involves 8
performers, and 56 movements from 26 sonatas.

4.3 Results and discussion

Figure 3 shows the distance distributions between match-
ing and non-matching audio, computed on the various data
sets, using the various features. In general, the distribu-
tions vary more strongly across features than across the dif-
ferent types of audio. The pitch-oriented features with high
frequency resolution (most notably MFCC50 / FFT.372s,
and CQT) tend to be those with highest Jensen-Shannon
divergence (JSD, shown in the plots). That said, the solo
guitar data set in combination with the MFCC features
shows a substantial reduction in JSD. This could be a con-
sequence of the sensitivity of the MFCC features to the
guitar tuning. Note also that this leads to a rightward shift
of the optimal γ value, shown as dotted vertical lines in the
plots. Although this discrepancy between optimal γ values
across data sets is principally undesirable, the MFCC50 /
FFT.372s feature still yields the highest JSD when over the
joint data set (bottom row in Figure 3). For this reason, we
use the MFCC50 / FFT.372s feature, and the correspond-
ing optimal parameter value γ̂ = 0.346, for the subsequent
quantitative evaluation of the DTW and NWTW methods.

The success of MFCC features for alignment is at odds
with the findings of [11], even if they only evaluate the
features indirectly through a retrieval task. An explanation
for this may be the number of MFCC’s selected: we obtain
best results with 50 MFCC’s, which is substantially more
than the first 13 MFCC’s typically used.

Table 1 shows the alignment accuracies for DTW and
NWTW. When no structural differences occur between re-
cordings, no jumps are required. In that case, the accuracy
of NWTW alignment is very similar to that of DTW. When
differences do occur, DTW tends to align parts of non-
matching audio segments (as illustrated schematically in
Figure 1), leading to higher alignment errors. The straight
jumps that NWTW tends to make, ensure that the align-
ment path is always close to a matching position in either

Error ≤ (ms) 0 20 40 60 80 100 200 500 1000

alignment of performances without structural differences

DTW 47.1 72.6 84.5 90.6 93.6 95.4 98.3 99.6 99.9
NWTW 46.3 73.3 85.5 91.5 94.5 96.1 98.6 99.6 100.0

alignment of performances with structural differences

DTW 37.0 60.6 73.1 80.2 83.6 85.6 89.2 91.5 92.9
NWTW 38.1 66.0 79.5 86.7 90.1 91.7 94.5 96.4 97.3

Table 1. Alignment accuracies for DTW and NWTW, for
pairs of recordings without (top) and with (bottom) struc-
tural differences; The values represent the percentages of
annotated beats with a Manhattan distance less or equal to
the corresponding times in the top row; For example, using
NWTW in structurally different audio, 96,4% of the beats
are aligned no more than 500ms apart (91.5% for DTW)

one or the other of a section that is repeated in only one of
the recordings.

5. CONCLUSIONS

In this paper we propose Needleman-Wunsch time warping
(NWTW), a pure dynamic programming method to align
music recordings that contain structural differences, and
propose a way to estimate the optimal value for the gap
penalty parameter γ. Experiments show that audio features
with high frequency resolution allow for the most effective
use of the gap penalty parameter. Moreover, a single value
for γ is (close to) optimal for different types of music, in-
cluding both solo instruments, and symphonic orchestra.

The advantage of our method over classical dynamic
time warping is that it handles structural differences better,
and the advantage over the original NW algorithm is that it
handles tempo discrepancies between different recordings.

A limitation of the method in its current form is that it
does not prefer jumps at the beginnings or ends of struc-
tural units over jumps at intermediate positions. Although
this is not problematic for application scenarios that only
require a matching position in one recording for each po-
sition in the other, jumps at intermediate positions in a
structural unit are counter-intuitive from a musical point
of view. We are currently investigating a further extension
of the method to resolve this.
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