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ABSTRACT
We present a study on the limitations of an interactive mu-
sic recommendation service based on automatic computa-
tion of audio similarity. Songs which are, according to the
audio similarity function, similar to very many other songs
and hence appear unwontedly often in recommendation lists
keep a significant proportion of the audio collection from be-
ing recommended at all. This problem is studied in-depth
with a series of computer experiments including analysis of
alternative audio similarity functions and comparison with
actual download data.

Categories and Subject Descriptors
H.4 [Information Systems Applications]: Miscella-
neous; H.3.1 [Information Systems]: Information Stor-
age and Retrieval—Content Analysis and Indexing ; H.3.3
[Information Systems]: Information Storage and Re-
trieval—Information Search and Retrieval

General Terms
Application

Keywords
Music recommendation, audio analysis, hubs

1. INTRODUCTION
This paper reports on limitations of an interactive music
recommendation service based on automatic computation of
audio similarity (FM4 Soundpark)1. Whenever users listen
to a song from the data base, they are presented with lists of
most similar songs. These lists can be explored interactively
by going from song to song and expanding the similarity
lists. In theory, any song from the data base should have
the same chance to be a member of the similarity lists and

1http://fm4.orf.at/soundpark

hence have the same chance of being exposed to the audi-
ence. Compared to the strictly chronological and alphabet-
ical access that was possible before implementation of our
music recommender, the average number of distinct songs
being downloaded per day did indeed double [6]. However, it
seems that certain peculiarities of the audio similarity func-
tion prevent a significant proportion of the data base from
being recommended. In studying this problem our contribu-
tion consists of: (i) a series of computer experiments explor-
ing accessibility of our audio catalogue; (ii) evaluation of an
alternative audio similarity function; (iii) analysis of actual
download data from the music recommendation service.

2. RELATED WORK
For our music recommendation service we use the de facto
standard approach to computation of audio similarity: tim-
bre similarity based on parameterization of audio using Mel
Frequency Cepstrum Coefficients (MFCCs) plus Gaussian
mixtures as statistical modeling (see Section 5.1). However,
it is also an established fact that this approach suffers from
the so-called hub problem [3]: songs which are, according
to the audio similarity function, similar to very many other
songs without showing any meaningful perceptual similarity
to them. Because of the hub problem hub songs keep appear-
ing unwontedly often in recommendation lists and prevent
other songs from being recommended at all.

Although the phenomenon of hubs is not yet fully under-
stood, a number of results already exist. Aucouturier and
Pachet [1] established that hubs are distributed along a
scale-free distribution, i.e. non-hub songs are extremely com-
mon and large hubs are extremely rare. This is true for
MFCCs modelled with different kinds of Gaussian mixtures
as well as Hidden Markov Models, irrespective whether para-
metric Kullback-Leibler divergence or non-parametric his-
tograms plus Euclidean distances are used for computation
of similarity. But is also true that hubness is not the prop-
erty of a song per se since non-parametric and parametric
approaches produce very different hubs. It has also been
noted that audio recorded from urban soundscapes, different
from polyphonic music, does not produce hubs [2] since its
spectral content seems to be more homogeneous and there-
fore probably easier to model. The same has been observed
for monophonic sounds from individual instruments [7]. Di-
rect interference with the Gaussian models during or after
learning has also been tried (e.g. homogenization of model
variances) although with mixed results. Whereas some au-



thors report an increase in hubness [1], others observed the
opposite [8]. Using a Hierarchical Dirichlet Process instead
of Gaussians for modeling MFCCs seems to avoid the hub
problem altogether [9]. The existence of the hub problem
has also been reported for music recommendation based on
collaborative filtering instead of on audio content analysis
[4].

While many research prototypes of recommendation sys-
tems/visualizations of music collections that use content-
based audio similarity have been described in the literature
(e.g., [10, 16, 12, 15, 11], to name just a few), very lit-
tle has been reported about successful adoption of such ap-
proaches to real-life scenarios. Mufin2 is advertised as a mu-
sic discovery engine that uses purely content-based methods.
MusicIP3 offers the Mixer application that uses a combina-
tion of content-based methods and metadata to generate
playlists. Bang&Olufsen recently released the Beosound 54

home entertainment center, which integrates content-based
audio similarity with a simple “More Of The Same Music”-
user interface, that allows users to create playlists by choos-
ing an arbitrary seed song.

3. THE MUSIC RECOMMENDER
The FM4 Soundpark5 is a web platform run by the Aus-
trian public radio station FM4, a subsidiary of the Austrian
Broadcasting Corporation (ORF). The FM4 Soundpark was
launched in 2001 and gained significant public perception
since then. Registered artists can upload and present their
music free of any charge. After a short editorial review pe-
riod, new tracks are published on the frontpage of the web-
site. Older tracks remain accessible in the order of their
publication date and in a large alphabetical list. Visitors of
the website can listen to and download all the music at no
cost. The FM4 Soundpark attracts a large and lively com-
munity interested in up and coming music, and the radio
station FM4 also picks out selected artists and plays them
on terrestrial radio. At the time of writing this paper, there
are about 11000 tracks by about 5000 artists enlisted in the
online catalogue.

Whereas chronological publishing is suitable to promote new
releases, older releases tend to disappear from the users’ at-
tention. In the case of the FM4 Soundpark this had the effect
of users mostly listening to music that is advertised on the
frontpage, and therefore missing the full musical bandwidth.
To allow access to the full data base regardless of publication
date of a song, we implemented a recommendation system
utilizing a content-based music similarity measure.

3.1 Web player
The user interface to the music recommender has been im-
plemented as a Adobe Flash-based MP3 player with inte-
grated visualization of similar songs to the currently played
one. This web player can be launched from within an artist’s
web page on the Soundpark website by clicking on one of
the artist’s songs. Additionally to offering the usual player
interface (start, stop, skipping forward/backward) it shows

2http://www.mufin.com/
3http://www.musicip.com/
4http://www.beosound5.com/
5http://fm4.orf.at/soundpark

Figure 1: Web player including graph-based
visualization

Figure 2: Interaction sequence with graph-based
visualization

similar songs to the currently playing one in a text list and
in a graph-based visualization (see Figure 1). The similar
songs are being computed with the audio similarity function
described in Section 5.1.

The graph visualization displays an incrementally con-
structed nearest neighbor graph (number of nearest neigh-
bors = 5), where nodes having an edge distance greater than
two from the central node are blinded out. Figure 2 demon-
strates the dynamic behavior of visualization (to simplify
things, we have chosen a nearest neighbor number of 3 for
this sketch): (1) User clicks on a song, visualization displays
song (red) and the 3 nearest neighbors (green), (2) user se-
lects song 4 by clicking on it, the visualization shows the
song and its 3 nearest neighbors; note that song 2 – which
is amongst the nearest neighbors to song 1 – is also in the
nearest neighbor set of song 4; song number 3 (grey) is still
displayed since its edge distance to song 4 is equal 2; (3) user
selects song 5 as the new center, song 1 – which was nearest
neighbor to song 4 in the preceding step – is also nearest
neighbor to song 5. In the long run, the re-occurrence of
songs in the nearest neighbor sets indicates the existence of
several connected components in the nearest neighbor graph.



HiHo Regg Funk Elec Pop Rock
15.34 4.64 21.87 46.25 34.39 44.03

Table 1: Percentages of songs belonging to genres
with multiple membership allowed. Genres are Hip
Hop, Reggae, Funk, Electronic, Pop and Rock.

4. DATA
We now describe the data we used for our computer exper-
iments and the download data we used for analyzing our
music recommendation service.

4.1 Data set for computer experiments
For our computer experiments we use a data base of SM =
7665 songs. This data base represents the full FM4 Sound-
park collection as of early 2008 when we started working
on the music recommender. The data base is organized in a
rather coarse genre taxonomy. The artists themselves choose
which of the GM = 6 genre labels “Hip Hop, Reggae, Funk,
Electronic, Pop and Rock” best describe their music. The
artists are allowed to choose one or two of the genre labels.
Percentages across genres are given in Table 1. Please note
that every song is allowed to belong to more than one genre,
hence the percentages in Table 1 add up to more than 100%.

We collected webserver log files for the time from 6.5.2009 to
16.9.2009 (134 days). The log files register every song that
has been actually listened to using the Web player. During
the observation period, users have listened to songs 432808
times. The number of distinct songs in the log files is 10099.
Please note that we have no knowledge of the number of
songs that have not been listened to during the observation
period. This is due to the fact that the data base is changing
on a daily basis. About ten new songs are added every day
and an unregistered number of songs are being removed by
the artists themselves.

4.2 Download data

5. METHODS
We compare two approaches for music similarity based on
different parameterizations of the data and also explore a
combination of both of them: (i) Mel Frequency Cepstrum
Coefficients and Single Gaussians (G1, see Section 5.1) are
used in the actual music recommender at the moment; (ii)
Fluctuation Patterns (FP, see Section 5.2) are investigated
as a possible extension of the current implementation; (iii)
linear combinations of G1 and FP are also explored (see
Section 5.3). Whereas G1 is a quite direct representation
of the spectral information of a signal and therefore of the
specific “sound” or “timbre” of a song, Fluctuation Patterns
(FPs) are a more abstract kind of feature describing the
amplitude modulation of the loudness per frequency band.

5.1 Mel Frequency Cepstrum Coefficients
and Single Gaussians (G1)

We use the following approach to compute music similarity
based on spectral similarity. For a given music collection of
songs, it consists of the following steps:

1. for each song, compute MFCCs for short overlapping
frames

2. train a single Gaussian (G1) to model each of the songs

3. compute a distance matrix MG1 between all songs us-
ing the symmetrized Kullback-Leibler divergence be-
tween respective G1 models

For the web shop data the 30 seconds song excerpts in mp3-
format are recomputed to 22050Hz mono audio signals. For
the music portal data, the two minutes from the center of
each song are recomputed to 22050Hz mono audio signals.
We divide the raw audio data into overlapping frames of
short duration and use Mel Frequency Cepstrum Coefficients
(MFCC) to represent the spectrum of each frame. MFCCs
are a perceptually meaningful and spectrally smoothed rep-
resentation of audio signals. MFCCs are now a standard
technique for computation of spectral similarity in music
analysis (see e.g. [13]). The frame size for computation of
MFCCs for our experiments was 46.4ms (1024 samples), the
hop size 23.2ms (512 samples). We used the first d = 20
MFCCs for all experiments.

A single Gaussian (G1) with full covariance represents the
MFCCs of each song [14]. For two single Gaussians, p(x) =
N (x; µp, Σp) and q(x) = N (x;µq , Σq), the closed form of the
Kullback-Leibler divergence is defined as [21]:
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where Tr(M) denotes the trace of the matrix M , Tr(M) =
Σi=1..nmi,i. The divergence is symmetrized by computing:

KLsym =
KLN (p‖q) + KLN (q‖p)

2
(2)

5.2 Fluctuation Patterns and Euclidean Dis-
tance (FP)

Fluctuation Patterns (FP) [16] [19] describe the amplitude
modulation of the loudness per frequency band and are
based on ideas developed in [5]. For a given music collection
of songs, computation of music similarity based on FPs
consists of the following steps:

1. for each song, compute a Fluctuation Pattern (FP)

2. compute a distance matrix MF P between all songs us-
ing the Euclidean distance of the FP patterns

Closely following the implementation outlined in [17], an
FP is computed by: (i) cutting an MFCC spectrogram into
three second segments, (ii) using an FFT to compute ampli-
tude modulation frequencies of loudness (range 0−10Hz) for



each segment and frequency band, (iii) weighting the modu-
lation frequencies based on a model of perceived fluctuation
strength, (iv) applying filters to emphasize certain patterns
and smooth the result. The resulting FP is a 12 (frequency
bands according to 12 critical bands of the Bark scale [23])
times 30 (modulation frequencies, ranging from 0 to 10Hz)
matrix for each song. The distance between two FPs i and
j is computed as the squared Euclidean distance:

D(FP
i
, FP

j) =

12
X

k=1

30
X

l=1

(FP
i
k,l − FP

j

k,l)
2 (3)

An FP pattern is computed from the central minute of each
song.

5.3 Combination
Recent advances in computing audio similarity rely on
combining timbre-based approaches (MFCCs plus Gaussian
models) with a range of other features derived from audio.
In particular, combinations of timbre and, among other fea-
tures, fluctuation patterns or variants thereof have proven
successful [18, 20]. Such a combination approach was able to
rank first at the 2009 MIREX “Audio Music Similarity and
Retrieval”-contest6. Following previous approaches towards
combination of features [18, 17] we first normalize the dis-
tance matrices MG1 and MF P by subtracting the respective
overall means and dividing by the standard deviations:

M̄G1 =
MG1 − µG1

sG1

M̄F P =
MF P − µF P

sF P

(4)

We combine the normalized distance matrices linearly using
weights wG1 and wF P :

M̄C = wG1M̄G1 + wF P M̄F P (5)

6. EVALUATION
Our analysis of the incrementally constructed nearest neigh-
bor graphs concentrates on how likely it is that individual
songs are reached when users browse through the graph.
To compute the evaluation measures described below, we
first compute all nearest neighbor lists with n = 5 for all
songs using all different methods described in Section 5. For
method G1, the first n nearest neighbors are the n songs
with minimum Kullback Leibler divergence (Equation 2) to
the query song. For method FP, the first n nearest neigh-
bors are the songs with minimum Euclidean distance of the
FP pattern (Equation 3) to the query song. For all com-
binations of G1 and FP, the first n nearest neighbors are
the songs with minimum distance according to combination
matrix M̄C (see Equation 5).

Reachability (reach): This is the percentage of songs from
the whole data base that are part of at least one of the
recommendation lists. If a song is not part of any of the

6http://www.music-ir.org/mirex/2009/

recommendation lists of size n = 5 it cannot be reached
using our recommendation function.

Strongly connected Component (scc, #scc, ¯scc): For
our incrementally constructed nearest neighbor graph, a
strongly connected component (SCC) is a subgraph where
every song is connected to all other songs traveling along
the nearest neighbor connections. We use Tarjan’s algo-
rithm [22] to find all SCC-graphs in our nearest neighbor
graph with n = 5. We report the size of the largest strongly
connected component as a percentage of the whole data base
(scc), the number of additional strongly connected compo-
nents (#scc) and the average size of all SCCs except the
largest one as a percentage of the whole data base ( ¯scc).

n-occurrence (maxhub, hub10, hub20): As a mea-
sure of the hubness of a given song we use the so-called
n-occurrence [1], i.e. the number of times the songs occurs
in the first n nearest neighbors of all the other songs in the
data base. Please note that the mean n-occurrence across all
songs in a data base is equal to n. Any n-occurrence signif-
icantly bigger than n therefore indicates existence of a hub.
Since our music recommender always shows the five most
similar songs we used n = 5. We compute the absolute num-
ber of the maximum n-occurrence maxhub (i.e. the biggest
hub) and the number of songs of which the n-occurrence is
more than ten or twenty times n (i.e. the number of hubs
hub10|20).

Accuracy (acc): To evaluate the quality of audio similar-
ity achieved using methods G1, FP and its combinations we
computed the genre classification performance. Since usu-
ally no ground truth with respect to audio similarity exists,
genre classification is widely used for evaluation of audio sim-
ilarity. Each song has been labelled as belonging to one or
two music genres by the artists themselves when uploading
their music to the FM4 Soundpark (see Section 4.1). High
genre classification results indicate good similarity measures.
We used nearest neighbor classification as a classifier. To
estimate genre classification accuracy, the genre label of a
query song squery and its first nearest neighbor snn were
compared. The accuracy is defined as:

acc(squery, snn) =
|gquery ∩ gnn|

|gquery ∪ gnn|
× 100 (6)

with gquery (gnn) being a set of all genre labels for the query
song (nearest neighbor song) and |.| counting the number
of members in a set. Therefore accuracy is defined as the
number of shared genre labels divided by the set size of the
union of sets gquery and gnn times 100. The latter is done
to account for nearest neighbor songs with two genre labels
as compared to only one genre label. The range of values
for accuracy is between 0 and 100. All genre classification
results are averaged over ten fold cross validations.

7. RESULTS
7.1 Computer experiments
To analyze the behavior of our music recommender and pos-
sible improvements we ran a series of experiments using a
number of different weight combinations wG1 and wF P . The



wG1 wF P reach scc #scc ¯scc maxhub hub10 hub20 acc

1.0 0.0 65.28 29.11 409 0.04 419 75 24 48.47
0.9 0.1 65.23 30.33 373 0.04 291 74 18 49.84
0.8 0.2 66.24 31.51 373 0.04 195 73 11 49.47
0.7 0.3 67.03 33.87 361 0.04 178 71 10 48.44
0.6 0.4 68.26 34.12 337 0.04 180 58 8 47.80
0.5 0.5 68.78 34.61 358 0.04 167 53 2 46.58
0.4 0.6 69.65 39.13 306 0.04 162 44 2 45.73
0.3 0.7 70.92 39.97 317 0.04 145 33 1 44.93
0.2 0.8 73.24 43.90 308 0.03 118 23 1 43.94
0.1 0.9 77.16 46.52 312 0.03 91 14 0 42.82
0.0 1.0 81.51 53.41 267 0.03 63 2 0 38.45

Table 2: Analysis results using combinations of G1 and FP. Results for using G1 or FP alone as well as for
a moderate combination are in bold face. See Section 7.1 for details.

results given in Table 2 show: the weights wG1 and wF P , the
reachability reach, the size of the largest strongly connected
component scc, the number of additional strongly connected
components #scc, the average size of all SCCs except the
largest one ¯scc, the absolute number of the maximum n-
occurrence maxhub (i.e. the biggest hub), the number of
hubs hub10|20 and the genre classification accuracy acc.

When discussing our results our attention is on using method
G1 alone (i.e. wG1 = 1.0 and wF P = 0.0) since this is
what our music recommender does, on using the alterna-
tive method FP alone (i.e. wG1 = 0.0 and wF P = 1.0) and
on a moderate combination using weights wG1 = 0.6 and
wF P = 0.4 since this has been reported to yield good over-
all quality of audio similarity. This is corroborated when
looking at our accuracy results. The moderate combination
yields 47.80% accuracy which is at the level of using method
G1 alone yielding 48.47%. Using method FP alone gives an
accuracy of only 38.45%. The baseline accuracy achieved by
always guessing the most probable genre “Electronic” (see
Table 1) is 29.11%. Always guessing the two most probable
genres “Electronic” and “Rock” yields 36.46%.

When using method G1 alone reach = 65.28% of the songs
can be reached in principle. Whereas using the moder-
ate combination hardly improves this result (68.28%), using
method FP alone shows an improved reachability of 81.51%.
With the weight wF P for method FP growing, the reacha-
bility improves. This seems to be in direct correspondence
with our results regarding hubness. It is evident that with
the weight wF P for method FP growing, the hubs become
smaller and less in number. Whereas using method G1 alone
yields a maximum hub of size maxhub = 419, the moderate
combination already diminishes the biggest hub to a size
of 180. Also the number of large hubs decreases: e.g. the
number of songs of which the n-occurrence is more than 20
times n (hub20) drops from 24 to 8; the number of more
moderate sized hubs (hub10) is still diminished from 75 to
58. Using method FP alone yields even more improved re-
sults concerning hubness.

Results concerning the strongly connected components
(SCC) indicate that the situation concerning reachability
might be even worse. For all methods, there exists one single
largest SCC which increases in size with increasing weight

wF P for method FP. This SCC contains 29.11% of all songs
for method G1, 34.12% for the moderate combination and
53.41% for method FP. All other existing SCC for all meth-
ods are very small ( ¯scc = 0.03 to 0.04% of all songs) and
almost negligible. The number of additional SCCs #scc is
smallest for method FP. All these results indicate that there
exists one large tightly connected subgraph that all other
songs lead to when travelling along the nearest neighbor
connections. For method G1 implemented in our music rec-
ommender this seems to indicate that whereas about two
thirds of all songs can be reached in principle, the majority
of recommended songs stems from a subset of only about a
third of all songs. This subset is slightly larger when using
the moderate combination.

To sum up, the accessibility of the full audio data base
through our music recommender indeed does seem to be lim-
ited. Using fluctuation patterns as an alternative method
does improve the accessibility but at the cost of impaired
quality of audio similarity. A moderate combination of
methods retains the quality in terms of audio similarity but
only vaguely improves access to the full data base.

7.2 Analysis of download data
As explained in Section 4.2 the webserver log files only in-
dicate songs that have actually been listened to using the
Web player. Therefore we have no knowledge about songs
not being listened to. As a matter of fact, we do not even
know how many distinct songs existed in the data base dur-
ing the observation period since the data base is changing
every single day. This makes any statement concerning the
reachability of songs very hard. However, given that the
full size of the data base is about 11000 as of writing this
paper (May 2010) and the number of distinct songs in the
log files is 10099, it seems that almost all songs have been
reached at least once. According to our computer experi-
ments, only about two thirds of the data base are reachable
through the music recommender. This discrepancy can be
explained since users can start the Web player, and the in-
teractive music recommendation process, from any song in
the data base using e.g. the alphabetical list of all songs.
Another explanation could be automatic web crawlers copy-
ing every single song in the data base. This did actually
happen and we tried to clean the log files from all traces of
automatic crawlers.
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Figure 3: Histogram plot of number of downloads.
Bars on x-axis indicate number of downloads (from
left to right): 1, 2-5, 6-10, 11-20, 21-30, 31-40, 41-
50, 51-100, 101-200, 201-300, 301-400, 401-500, 501-
1000, 1001-2000, 2001-3000, 3001-4000, 4001-5000,
5001-50000. Y-axis gives percentage of downloaded
songs falling in respective bin.

To find out whether hubs do exist in the download data we
made a histogram plot showing how many songs have been
downloaded one time, 2 to 5 times, 6 to 10 times, 11 to
20 times, etc (exact bin sizes for the bar plot are given in
the caption of Figure 3). The plot indeed shows the typical
scale-free distribution: non-hub songs are extremely com-
mon and hub songs are extremely rare. There are three
especially large hub songs that have been listened to 47547,
27195 and 10065 times. There are two more songs that have
been listened to between 4001 and 5000 times, three between
2001 and 3000 times, fifteen between 1001 and 2000 times.
The vast majority has been listened to only a single time
(9.29% of all songs), 2 to 5 times (31.76%) or 6 to 10 times
(22.07%).

To sum up, analysis of actual download data shows a scale-
free distribution similar to results from our computer exper-
iments. Comparison in terms of reachability is hard to make
due to deficiencies of the log files.

8. CONCLUSION
We have presented a study on the limitations of an inter-
active music recommendation service based on automatic
computation of audio similarity. A series of computer ex-
periments as well as analysis of actual download data shows
that a significant proportion of the audio catalogue is being
recommended very rarely or not all. About two thirds of
the songs can be reached using the automatic music recom-
mendation, but the majority of recommended songs stems

from a subset of only about a third of all songs. This is
due to songs which are, according to the audio similarity
function, similar to very many other songs and hence ap-
pear unwontedly often in recommendation lists. Usage of
alternative audio similarity functions is able to somewhat
improve this situation.

Our music recommendation service is based on timbre sim-
ilarity using Gaussian mixtures as statistical models. This
is the de facto standard approach to computation of audio
similarity known to yield high quality results. Any music
recommendation service based on this approach is likely to
run into the same problems described in this paper.
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