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ABSTRACT

The principal goal of the annual Music Information Re-
trieval Evaluation eXchange (MIREX) experiments is to
determine which systems perform well and which systems
perform poorly on a range of MIR tasks. However, there
has been no systematic analysis regarding how well these
evaluation results translate into real-world user satisfac-
tion. For most researchers, reaching statistical significance
in the evaluation results is usually the most important goal,
but in this paper we show that indicators of statistical sig-
nificance (i.e., small p-value) are eventually of secondary
importance. Researchers who want to predict the real-
world implications of formal evaluations should properly
report upon practical significance (i.e., large effect-size).
Using data from the 18 systems submitted to the MIREX
2011 Audio Music Similarity and Retrieval task, we ran
an experiment with 100 real-world users that allows us to
explicitly map system performance onto user satisfaction.
Based upon 2,200 judgments, the results show that abso-
lute system performance needs to be quite large for users
to be satisfied, and differences between systems have to be
very large for users to actually prefer the supposedly better
system. The results also suggest a practical upper bound of
80% on user satisfaction with the current definition of the
task. Reflecting upon these findings, we make some rec-
ommendations for future evaluation experiments and the
reporting and interpretation of results in peer-reviewing.

1. INTRODUCTION

Evaluation experiments are the main research tool in Infor-
mation Retrieval (IR) to determine which systems perform
well and which perform poorly for a given task [1]. Sev-
eral effectiveness measures are used to assign systems a
score that estimates how well they perform. The assump-
tion underlying these evaluations is that systems with bet-
ter scores are actually perceived as more useful by the users
and therefore are expected to bring more satisfaction.

Researchers are usually interested in the comparison be-
tween systems: is system A better or worse than system
B? After running an experiment with a test collection, re-
searchers have a numeric answer to that question that mea-
sures the effectiveness difference between systems. Statis-
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tical procedures are then used to check whether that dif-
ference is statistically significant or not. Statistical signif-
icance is usually thought of as a sort of bulletproof evi-
dence that one system really is better than another. Teams
usually follow one or another research line based solely on
statistical significance, and it has also become an essential
requirement for publication in peer-reviewed venues.

However, there are several misconceptions regarding sta-
tistical significance [2, 11]. In the case of IR evaluation
experiments, null hypotheses about differences in perfor-
mance are false by definition, so observing a small p-value
to conclude significance is just a matter of meeting certain
conditions in the experiment. On the other hand, very little
attention is paid to the effect-sizes and their implications
in practical terms. In fact, even if statistical significance is
present, the difference between two systems may very well
be so subtle that users do not note the difference.

However, IR evaluations are traditionally focused on the
algorithmic aspect of the systems, and whether the results
do predict user satisfaction or not is very seldom stud-
ied [8]. Evaluation experiments make different assump-
tions regarding the operational settings and the needs and
behavior of the users, so the extent to which results can be
extrapolated should be questioned [9].

In this paper we focus on the evaluation of the Au-
dio Music Similarity and Retrieval task (AMS), as carried
out in the annual Music Information Retrieval Evaluation
eXchange (MIREX). AMS is one of the tasks that most
closely resemble a real-world music retrieval scenario, and
it is also one of the tasks that receives most attention from
the research community. We carried out an experiment
with 100 users that allowed us to map system effective-
ness onto user satisfaction, providing a new perspective
in the interpretation of evaluation results. We also argue
that researchers should not only focus on achieving statis-
tical significance in effectiveness differences, but also on
the size and practical implications of such differences.

2. SYSTEM EFFECTIVENESS
AND USER SATISFACTION

In the MIREX AMS evaluation experiments, the similar-
ity of a document to a query is assessed by humans and
based on two different scales. The Broad scale has three
levels: 0 (not similar), 1 (somewhat similar) and 2 (very
similar). The Fine scale has 101 levels, from 0 (not similar
at all) to 100 (identical to the query). Only one measure is
reported to assess the effectiveness of the participating sys-
tems: AG@5 (Average Gain after 5 documents retrieved):



AG@k =
1

k

k∑
i=1

gaini

where gaini is the gain of the i-th document retrieved (the
similarity score assigned). Two versions of AG@5 are ac-
tually reported, following the Broad and Fine scales.
AG@k assumes that a document retrieved at rank 3 is

as useful as a document retrieved at rank 30. A measure
with a more realistic user model is nDCG@k (Normalized
Discounted Cumulated Gain after k retrieved) [3]:

nDCG@k =

∑k
i=1 gaini/ log2 (i+ 1)∑k
i=1 gain

∗
i / log2 (i+ 1)

where gain∗i is the gain of the i-th document in the ideal
ranking (i.e. ∀i : gain∗i ≥ gain∗i+1). The gain contri-
bution of a document is discounted with the logarithm of
the rank at which it is retrieved, thus penalizing late ar-
rival of relevant documents. Also, the gain contribution of
documents is divided by the ideal contribution, bounding
the measure between 0 and 1. Therefore, and for the sake
of simplicity when comparing results across measures, we
normalize AG@k between 0 and 1 too:

nAG@k =
1

k · l+
k∑
i=1

gaini

where l+ is the maximum similarity score allowed by the
scale: 2 in the Broad scale and 100 in the Fine scale.

2.1 Interpretation of Effectiveness Scores

After running an evaluation of AMS systems, researchers
interpret the results and make design decisions accordingly
[9]. The ultimate goal is answering this question: what
system would yield more user satisfaction? But we need to
ask something else first: what measure and what similarity
scale are better to predict user satisfaction?

Intuitively, if a system obtained a nAG@5 or nDCG@5
score of 1, our interpretation would be that an arbitrary
user would be 100% satisfied with the results of the sys-
tem, or satisfied 35% of the times if the effectiveness score
achieved were 0.35. On the other hand, if system A ob-
tained an effectiveness score larger than the one obtained
by system B, we should expect users to prefer A. By choos-
ing one or another measure, researchers make different as-
sumptions as to the behavior and needs of the final users,
and by choosing one or another similarity scale they follow
different criteria to differentiate satisfying from unsatisfy-
ing results. To the best of our knowledge, none of these
assumptions has been validated in the literature so far.

3. EXPERIMENTAL DESIGN

We devised an experiment with actual users that allowed
us to map system effectiveness onto user satisfaction. Sub-
jects were presented with a query clip and two ranked lists
of five results each, as if retrieved by two different AMS
systems A and B [8]. They had to listen to the clips and
then select one of the following options: system A pro-
vided better results, system B did, they both provided good

Figure 1. Task template used in the experiment.

results, or they both returned bad results (see Figure 1).
From these we can differentiate 4 judgments:

• Positive preference, if the subject selected the sys-
tem whose results yield larger effectiveness.

• Negative preference, if the subject selected the sys-
tem whose results yield smaller effectiveness.

• Good nonpreference, if the subject indicated both
systems are equally good.

• Bad nonpreference, if the subject indicated both
systems are equally bad.

Such a design allows us to analyze the results from two
different approaches: evaluation of a single system and
comparison of two systems. Subjects indicating that both
systems are good suggest that they are satisfied with both
ranked lists. That is, their answer serves as an indication
that the effectiveness measured for those systems translates
into user satisfaction. If, on the other hand, they indicate
that both systems are bad, we can infer that those effec-
tiveness scores do not translate into user satisfaction. Sub-
jects indicating a preference for one ranked list over the
other one suggest that there is a difference between them
large enough to be noted. That is, their answer serves as an
indication that the difference in effectiveness between the
systems translates into users being more satisfied with one
system than with the other.

3.1 Data

We used the similarity judgments collected for the 2011
edition of the MIREX AMS task: a total of 18 systems by
10 research teams were evaluated with 100 queries, leading
to a total of 6,322 unique similarity judgments. This is the
largest edition as of the writing of this paper 1 .

According to the definition of nAG@k with Broad judg-
ments, the difference between two systems is always a mul-
tiple of 0.1. For each difference ∆ ∈ {0, 0.1, ..., 1}, we se-
lected 200 random queries and artificially created two ran-
dom ranked lists of 5 documents such that their difference
in nAG@5 would be ∆ according to the Broad judgments
made for that query in MIREX 2011. Therefore, we have
a total of 2,200 examples. Note that for the extreme value
∆ = 1 we need at least 5 very similar documents and 5 not

1 http://www.music-ir.org/mirex/wiki/2011:MIREX2011 Results
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Figure 2. Distribution of effectiveness differences in all 2,200
examples, for nAG@5 (top) and nDCG@5 (bottom), and Broad
(left) and Fine (right) judgments.

similar documents for the query. Due to this restriction, we
could actually use only 73 of the total 100 queries. Across
all 2,200 examples, we had 2,869 unique ranked lists of
results, with 3,031 unique clips (including the 73 queries).

Figure 2 shows the distributions of effectiveness differ-
ences in the 2,200 examples. As mentioned, differences
for nAG@5 with Broad judgments follow a uniform dis-
tribution, but with the Fine judgments there are very few
examples with large differences. We note though that this
is an artifact of the Fine scale itself and not a sampling
flaw: for ∆ = 0.9 we need 5 documents with very high
similarity scores (90 to 100) and 5 documents with very
low scores (0 to 10); however, assessors very rarely assign
such small and large scores. Therefore, it is very rare to
observe differences that large when using the Fine scale.

These 2,200 pairs of artificial ranked lists can also be
evaluated as per nDCG@5. As Figure 2 shows, the dis-
tributions of differences in nDCG@5 are very similar to
nAG@5. Our examples do therefore cover the wide range
of possible evaluation outcomes.

3.2 Procedure

All 2,200 judgments were collected via crowdsourcing. Pre-
vious work by Lee [6] and Urbano et al. [10] demonstrated
that music similarity judgments gathered through crowd-
sourcing platforms are very similar to the ones collected
with experts, with fast turnaround and low cost. Another
advantage of using crowdsourcing for our experiment is
that it offers a large and diverse pool of subjects around
the globe. Using a controlled group of students or experts
would probably bias our results, but using a diverse pool
of workers allows us to draw conclusions that should gen-
eralize to the wider population of users.

However, using crowdsourcing has other issues. The
quality of judgments via crowdsourcing can be questioned
because some workers are known to produce spam answers
and others provide careless answers to profit without actu-
ally doing the task. We decided to use the platform Crowd-
flower to gather the judgments, which delegates the work
to other platforms such as Amazon Mechanical Turk. It
also provides a quality control layer at the process level
that separates good from bad workers by means of trap ex-
amples [5,8]: some of the examples shown to workers have

known answers (provided by us) that are used to estimate
worker quality. Workers that show low quality on the trap
examples are rejected, and those that show high agreement
are allowed to participate. We provided Crowdflower with
20 such trap examples (5 for each of the four answers), as-
signing each of them a subjective level of difficulty based
on the answers by two experts.

3.3 Task Design

Figure 1 shows the task template we used. A first section
listed the task instructions, and then a Flash player permit-
ted subjects to listen to the query clip. Below, they could
find the two ranked lists of 5 results each, followed by ra-
dio buttons to select the answer. Finally, a textbox was pro-
vided for workers to optionally leave feedback. All 3,031
audio clips were uploaded to our servers, and served upon
request. The order in which examples are shown to work-
ers is random, as is the assignment of the ranked lists as
system A or system B. Also, we limited the maximum
number of answers by a single worker to 50, minimizing
the possible bias due to super-workers.

We collected all answers in four batches of 550 exam-
ples each. Lee collected similarity judgments paying $0.20
for 15 query-document pairs [6], while Urbano et al. col-
lected preference judgments paying $0.02 for each query-
document-document [10]. In both studies workers were
therefore paid approximately $0.007 per audio clip. Music-
related tasks are known to be enjoyable by workers, and
given that quality does not significantly degrade when de-
creasing wages [7], we decided to pay $0.03 for each ex-
ample, leading to approximately $0.003 per clip. Adding
the corresponding feeds to Crowdflower, all 2,200 judg-
ments were collected for a grand total of $100.

4. RESULTS 2

The four batches were completed in less than 24 hours. We
collected answers from 881 unique workers from 62 coun-
tries and 7 different crowdsourcing markets. These work-
ers provided a grand total of 6,895 answers, from which
Crowdflower accepted 3,393 (49%) as trustworthy. Note
that the extra answers are due to repeatedly showing trap
examples to workers. Only 100 workers were responsible
for these trusted answers, so 781 workers (87%) were re-
jected. The average quality of these 100 workers, as com-
puted by Crowdflower [5], ranges from 60% to 100%, with
an average of 95%. In fact, 27 of our 2,200 examples con-
tained the exact same documents, in the exact same order,
in both ranked lists. Only twice did we not get, as should
have, an unsigned preference in these cases. Therefore, the
results reported herein comprise 2,200 answers by 100 dif-
ferent users who, apparently, provided honest responses.

4.1 Evaluation of a Single System

For 884 of the 2,200 examples (40%) we received a non-
preference (i.e. subjects judged both systems as equally
good or bad). Therefore, we have 1,768 ranked lists that
subjects considered equally satisfying. Figure 3 shows the

2 All data can be downloaded from http://julian-urbano.info.
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Figure 3. Distribution of absolute effectiveness scores in the
884 examples with unsigned preferences, for nAG@5 (top) and
nDCG@5 (bottom), and Broad (left) and Fine (right) judgments.

distributions of absolute effectiveness scores. As can be
seen, a wide range of scores are covered, following a some-
what uniform distribution as well. The number of good and
bad nonpreferences was almost the same too: 440 vs. 444.

Figure 4 shows the ratio of good nonpreferences ob-
served in these 884 examples as a function of absolute
effectiveness. As expected, there is a very tight positive
correlation between effectiveness and user satisfaction. In
fact, the relationship appears to be nearly linear. There is
no appreciable difference between measures, but the Fine
scale seems to adhere better to the diagonal than the Broad
scale does. Note that the deviations from the trend with the
Fine judgments (∆ < 0.2 and ∆ > 0.8) are just an artifact
of the very small number of observations in that range (see
Section 3.1 and Figure 3).

Figure 4 shows a pretty straightforward mapping be-
tween nAG@k and nDCG@k scores and user satisfac-
tion. However, the Broad scale seems to reveal a practi-
cal lower bound of 20% and an upper bound of 80% on
user satisfaction. This could be merely due to noise in the
crowdsourced data or a fault in the measures or scales. But
given the symmetry, we believe these bounds are due to the
natural diversity of users: some might consider something
a very good result while others do not [4]. This means that
even if a system obtains a nAG@5 score of 0, about 20%
of the users will like the results (or dislike if nAG@5 = 1).

This is evidence of the room for improvement through
personalization. Therefore, the AMS evaluations should
include a user factor, possibly through user profiles, so that
systems can attempt to reach 100% satisfaction on a per
user basis. Otherwise, the final user satisfaction should not
be expected to pass 80% for arbitrary users.

4.2 Evaluation of Two Systems

For 1,316 of the 2,200 examples (60%) we did receive a
preference (i.e. subjects indicated that one system pro-
vided better results than the other one). Whether those
user preferences were positive or negative (i.e. agreeing
with the effectiveness difference or not), depends on the
combination of measure and scale used. Figure 5 shows
the ratio of preference signs across all 2,200 examples.

In terms of positive preferences (left plot), ideally we
would want users to show a preference for the better sys-
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Figure 4. Ratio of good and bad nonpreferences in 884 examples,
as a function of absolute system effectiveness, for AG@5 and
nDCG@5 combined with the Broad and Fine judgments.

tem whenever we observe an effectiveness difference in the
evaluation, regardless of how large this difference is. But
there is a very tight positive correlation instead: the larger
the difference in effectiveness, the more likely for users to
prefer the supposedly better system. The relationship is
again nearly linear, though this time we can observe a very
clear difference between the Broad and Fine scales: for
the same magnitude of the difference, the Fine judgments
are always closer to the ideal 100% of positive user pref-
erences. In fact, the Broad scale seems to indicate once
again an upper bound of 80%. In addition, the plot shows
that for users to prefer the supposedly better system more
than the random 50% of the times, a difference of at least
0.3 in the Fine scale is needed, or 0.5 in the Broad scale.
Note that the deviations from the trend with the Fine judg-
ments (∆ > 0.8) are also here just an artifact of the very
small number of observations in that range.

As a consequence, there is a very clear negative corre-
lation in terms of nonpreferences (middle plot): the larger
the differences between systems, the more likely for users
to prefer one of them. Again, the Fine scale seems to be-
have better than the Broad scale.

As the right plot shows, all four combinations of mea-
sure and similarity scale yield very similar ratios of neg-
ative preferences. There is a very slight negative correla-
tion with difference in effectiveness, but in general about
5-10% of the user preferences disagree with the sign of the
effectiveness difference. That is, about 5-10% of the times
users prefer the supposedly worse system.

5. UNDERSTANDING EVALUATION RESULTS

The effectiveness of IR systems is assessed with different
measures such as nAG@k and nDCG@k. These mea-
sures are used to assign systems a score that represents how
well they would satisfy users. For an arbitrary system A a
measure M defines a distribution of effectiveness scores
YA, describing the effectiveness of the system for an arbi-
trary query. The goal of evaluation experiments is usually
finding the mean of that distribution: yA.

Computing the parameter yA allows researchers to as-
sess how well the system performs and what is the ex-
pected user satisfaction according to the user model un-



Difference in effectiveness scores

%
 o

f e
xa

m
pl

es
nAG@5 Broad
nAG@5 Fine
nDCG@5 Broad
nDCG@5 Fine

0
10

20
30

40
50

60
70

80
90

10
0

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Positive preferences

Difference in effectiveness scores

%
 o

f e
xa

m
pl

es

nAG@5 Broad
nAG@5 Fine
nDCG@5 Broad
nDCG@5 Fine

0
10

20
30

40
50

60
70

80
90

10
0

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Nonpreferences

Difference in effectiveness scores

%
 o

f e
xa

m
pl

es

nAG@5 Broad
nAG@5 Fine
nDCG@5 Broad
nDCG@5 Fine

0
10

20
30

40
50

60
70

80
90

10
0

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Negative preferences

Figure 5. Ratio of positive preferences (left), nonpreferences (middle) and negative preferences (right) observed in the 2,200 examples,
as a function of system effectiveness difference, for nAG@5 and nDCG@5 combined with the Broad and Fine scales.

derlying M . However computing this distribution would
require running the system for the universe of all queries,
which is clearly impossible. Instead, IR evaluation exper-
iments are run with a sample of queries Q, so they are
used as estimators of the true yA. The average effective-
ness across queries, yA, is used as the estimate ŷA. Like
any other estimate, ŷA bears some uncertainty, so statisti-
cal techniques such as confidence intervals should be em-
ployed to report the confidence on the estimation.

When comparing two systems, say A and B, one is usu-
ally interested in the distribution of the difference DAB,
representing the paired difference in effectiveness between
A and B for an arbitrary query. Again, a comparative IR
evaluation experiment only provides an estimate d̂, whose
sign indicates which system is expected to perform better.

5.1 Statistical Significance: p-values

Given that d is an estimate, the immediate question is: how
confident can we be of this difference? The observed d
could be just a random and rare observation due to the
particular sample of queries used. Again, statistical tech-
niques are needed to compute some sort of confidence on
the difference. The most popular is hypothesis testing.

In a statistical hypothesis testing procedure, a null hy-
pothesis H0 is defined, such as H0 : d = 0. The alterna-
tive, or research hypothesis, is then defined as the opposite:
H1 : d 6= 0. All hypothesis testing procedures are based
on probability distributions, so there is always some de-
gree of uncertainty when estimating parameters such as d.
Thus, researchers may commit one of two errors: a Type I
error if they conclude H0 is not true when it actually is, or
a Type II error if they conclude H0 is true when it is not.
The maximum probability of committing a Type I error is
known as the significance level, usually α = 0.05. The
probability of committing a Type II error is denoted with
the letter β, and 1−β is known as the power of the test: the
probability of detecting a difference if there really is one.

The result of a hypothesis testing procedure is a proba-
bility called p-value. These are usually mistaken with the
probability of H0 being true [2, 11], but they are actually
the probability of observing the difference d (or one larger)
under the assumption that H0 is true. That is, p-values are
the probability of the data given the hypothesis, not the
probability of the hypothesis given the data. If the reported
p-value is smaller than the significance level α, we then
reject the null hypothesis in favor of the alternative, and

say that the difference is statistically significant. But it is
important to note that the test does not tell anything about
H0 being true or false: that dichotomous interpretation is
made by us based on the p-value and α, not by the test.

This is the ultimate goal of an IR evaluation: reaching
significance. However, observing a statistically significant
difference between two systems is usually misinterpreted
as having high confidence that one system really is bet-
ter than the other one because H0 was rejected [2, 11]. In
fact, all these null hypotheses are false by definition: any
two different systems produce a distribution of differences
with d 6= 0. What is important is the magnitude of d: dif-
ferences of 0.0001, for instance, are probably irrelevant,
but differences of 0.8 definitely are. However, a difference
of just 0.0001 will always be statistically significant under
certain experimental conditions, so focusing on statistical
significance alone becomes, at some point, meaningless.

5.2 Practical Significance: effect-sizes

The most popular procedure to test such hypotheses about
population means is the paired t-test. In IR evaluation, the
hypotheses use to be H0 : d ≤ 0 and H1 : d > 0. The test
statistic is then computed as (note that in our case d = 0):

t =
d− d

sd/
√
|Q|

(1)

where sd and d are the standard deviation and mean of the
sample of DAB computed with the set of queries Q in the
test collection. Using the t-distribution’s cumulative distri-
bution function, the p-value is then calculated as the area
that is to the right of t. If p-value < α, we reject the null
hypothesis and plainly conclude d > 0.

Examining Eqn. (1) we can see that the test is more
likely to come up significant with larger observed differ-
ences d and smaller deviations sd. But most important is
to note that the power of the test is also directly propor-
tional to the sample size |Q|: the more queries we use to
evaluate systems, the more likely to observe a significant
difference. This shows that focusing on significance alone
is eventually meaningless: all a researcher needs to do in
order to obtain significance is evaluate with more queries.

Increasing the sample size (number of queries) increases
the power of the test to detect ever smaller differences be-
cause the standard error on the mean, sd/

√
|Q|, decreases.

Thus, observing a statistically significant difference does



not mean that the systems really are different, in fact they
always are. It just means that the observed difference and
the sample size used were large enough to conclude with
confidence that the true difference is larger than zero.

What really matters is how far apart from zero d is.
This is the effect-size, which measures the practical signif-
icance of the result. As shown in Section 4.2, large differ-
ences in effectiveness scores (large effect-sizes) do predict
more user satisfaction, but small differences do not really.
However, with a sufficiently large number of queries we
may be able to detect a statistically significant difference
whose effect-size is extremely small, having no value for
real users. In such a case we would have statistical signifi-
cance, but no practical significance at all.

5.3 Reporting and Interpreting Results

We showed above that obtaining small p-values (statistical
significance) should not be the sole focus of researchers
when running evaluation experiments. The focus should
really be on obtaining large effect-sizes (practical signif-
icance). The easiest way to report effect-sizes is just to
report the effectiveness difference between systems or the
absolute score of a single system. But these figures are just
estimates of population means, and therefore subject to er-
ror. A better way to report effect-sizes is with confidence
intervals, computed as d ± tα/2 · sd/

√
|Q|. Confidence

intervals for the absolute effectiveness of a single system
are computed likewise, but using the y and sy estimates.

Along with the results in Section 4, these confidence in-
tervals can be used to interpret evaluation results from the
ultimate perspective of user satisfaction. For instance, the
HKHLL1 system in MIREX AMS 2011 obtained a nAG@5
score of 0.422 for the Fine judgments, with a 95% confi-
dence interval ranging from 0.376 to 0.468. According to
the results in Figure 4, this system is expected to satisfy an
arbitrary user from about 35% to 45% of the times.

On the other hand, the difference between SSPK2 and
DM2 was found to be statistically significant. The magni-
tude of the difference was just 0.082, with the 95% con-
fidence interval ranging from 0.051 to 0.112. According
to Figure 5 though, such difference is hardly ever noted by
the users. Indeed, substituting in Eqn. (1) we find that any
d larger than 0.031 would have been deemed as statistically
significant for these two systems. This is an example of a
statistically significant difference that makes no practical
difference for arbitrary users.

In summary, we suggest to report not only the observed
scores but also their confidence intervals, and the actual
p-values rather than an indication of significance. For in-
stance, a proper report for a single system would read as
nAG@5 = 0.584±0.023. For the difference between two
systems, we suggest ∆nAG@k=0.037±0.031(p=0.02).
By reporting the p-value we leave the interpretation of sig-
nificance to the reader and his operational context: a large
effect-size (e.g. d = 0.43), even if not statistically signifi-
cant (e.g. p-value = 0.06), is definitely worth implement-
ing. After all, the levels α = 0.05 and α = 0.01, despite
widely accepted, are completely arbitrary. People gener-
ally consider p-value = 0.054 as significant, while others

request p-value < 0.005. It depends on the context of the
reader and factors such as the cost of committing a Type I
error or the cost of implementing one or another technique.

6. CONCLUSIONS

Reaching statistical significance in IR evaluation experi-
ments is usually the most important goal for researchers.
A difference between systems is usually regarded as im-
portant if significance is involved, when in reality all sys-
tems are different. With the development of ever larger test
collections, statistical significance can easily be misunder-
stood, suggesting large differences between systems when
they are actually very similar. To predict the real-world im-
plications of these differences, researchers need to focus on
effect-sizes as indicators of practical significance. That is,
it does not matter whether there is a difference or not (in
fact, there always is), what matters is how large it is. Final
user satisfaction is only predicted with effect-sizes. Statis-
tical significance serves just as a measure of confidence.

However, even when reporting on the magnitude of ef-
fectiveness differences, there is no established relationship
with final user satisfaction. To fill this gap we carried out a
user study with 100 real users in the context of the Au-
dio Music Similarity and Retrieval task, where subjects
indicated their preferences between different system out-
puts. Our results allow researchers to map observed ab-
solute scores and relative effectiveness differences directly
onto expected user satisfaction. In addition, they suggest
room for improvement if considering personalization, as
well as further work on the development of measures and
evaluation criteria that more closely capture the user model
underlying the task.
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