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ABSTRACT
The origin of a music artist or a band is an important kind of mu-
sical meta-data as it usually influences his/her/its music. In this
paper, we propose three approaches to automatically determine
the country of origin of a person or institution, which we apply
to music artists and bands. The first approach investigates esti-
mates of page counts returned for specific queries to Web search
engines. The second approach uses term weighting functions for
country-specific terms that occur on the top-ranked Web pages
of an artist. The third approach applies to Web pages text dis-
tance measures between country-specific terms and key terms
related to the concept or origin. We further present a thorough
evaluation of the approaches taking into consideration different
refinements. We show that we are able to outperform the first,
nevertheless recent, approach to determine the origin of a music
artist.

Keywords— Web Mining, Country of Origin Detection,
Term Weighting, Music Information Retrieval, Evaluation

1. INTRODUCTION

In times of steadily growing sizes of digital music collections –
both commercial and private – the availability of various kinds
of meta-data, such as line-up of a band, record release year,
images of album covers, or artist biographies, are crucial to
the music distributor in order to obtain a decisive advantage
over its competitors. Likewise, for the private music aficionado,
such meta-data is valuable as it enables, for example, browsing
and filtering according to meta-data properties, semi-automated
playlist generation, or clustering of music pieces with respect to
meta-data attributes.
Some kinds of meta-data are frequently offered by record com-
panies, music information systems such as last.fm1 or allmu-
sic.com2, or enterprises specialized on the maintainance of
meta-data catalogues such as Gracenote3. Since manually col-
lecting meta-data is a very laborious and time-consuming task,
and meta-data catalogues are usually not freely available, meth-
ods to automatically mine meta-data from the Web are impor-
tant in the research area of music information research, espe-
cially in music information extraction (IE) and information re-
trieval (IR).

This research is supported by the Austrian Fonds zur Förderung der
Wissenschaftlichen Forschung (FWF) in projects L511-N15 and Z159.

1http://last.fm (January 2010)
2http://www.allmusic.com (January 2010)
3http://www.gracenote.com (February 2008)

In the following, we use the term “artist” to refer to both
individual musicians and music bands. The origin of an artist is
obviously an interesting aspect of his or her life since it plays
an important role as a semantic component in the understanding
of the artist’s context. For example, an artist’s geographic and
cultural context, political background, or song lyrics are likely
strongly related to his or her origin.

2. RELATED WORK

To the best of our knowledge the only scientific work that also
aims at automatically determining the origin of an artist is [1].
Govaerts and Duval’s approach differ considerably from ours
in that they rely on selected Web sites and services, such as
last.fm, Wikipedia4, and Freebase5, instead of using potentially
the whole Web for information extraction. They extract artist
biographies from Wikipedia and propose three heuristics to de-
termine the artist’s country of origin using the occurrences of
country names in these biographies. For evaluation they use a
set of more than 11 000 artists from Aristo Music6, which has
been manually annotated by music experts. However, this set is
very unevenly distributed with respect to continents since more
than 95% of the artists originate from Europe or North Amer-
ica. The most likely reason for this is the commercial orienta-
tion of Aristo Music. We would also have liked to compare our
approaches to that of Govaerts and Duval. Unfortunately, the
Aristo Music data set used in [1] is not publicly available. As
for Govaerts and Duval’s results, they report that they were able
to determine the origin for 59% of the test set, by at least one
of the analyzed methods. A comparison among the three data
sources showed that Wikipedia performed best with 56% cover-
age7, Freebase performed second best with 26% coverage, fol-
lowed by last.fm with only 7% coverage. Accuracy values var-
ied between 70% (Wikipedia) and 90% (last.fm and Freebase).

3. DETERMINING AN ARTIST’S ORIGIN

The concept of “origin” is not unambiguously defined in litera-
ture, it rather depends on the context of its usage. In this paper,
we define the “country of origin” of an artist as the country in

4http://www.wikipedia.org (December 2007)
5http://www.freebase.com (January 2010)
6http://www.aristomusic.com (January 2010)
7The coverage determines the percentage of artists for which a related Web

page was found in the respective data source. It equals the concept of “recall”
commonly used in the IR literature.
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which either the performer or musician was born or the band
was founded. This definition sometimes led to interesting in-
sights. For example, Farrokh Bulsara, also known as Freddie
Mercury, was born in Zanzibar, United Republic of Tanzania.
However, he relocated to the United Kingdom at the age of 17,
where he later became world famous as co-founder of the band
Queen. Mercury’s country of origin is nevertheless Tanzania,
whereas Queen’s is the UK, where the band was founded by
Mercury, Brian May, and Roger Taylor in April 1970.8 This
illustrative example is intended to highlight the problem of de-
termining the country of origin in cases where the main country
of musical activity differs from the place of birth.

We propose three different IE approaches to determine the
origin of an artist: The first relies solely on the estimate of an
artist’s number of Web pages that contain the country term. We
henceforth call this approach Page Counts Approach. The sec-
ond approach applies term weighting measures commonly used
in text-based information extraction and retrieval research, for
example, [2, 3], to the retrieved Web pages. We will denote
this strategy Term Weighting Approach in the following. The
third approach uses heuristics based on the text distance be-
tween country names and key terms in the retrieved Web pages.
We will refer to this method as Text Distance Approach in the
following.

3.1. Web Page Retrieval

Regardless of the employed IE technique, the first step in our
country-of-origin-prediction approach is to identify Web pages
related to the artist under consideration, for example, fan pages,
biographies, album reviews, track lists, or sale offers for albums
or songs. This Web page selection can be carried out either by
using a focused crawler or by relying on Web search engines.
We follow the second approach here. Automatically querying
a Web search engine to determine pages related to a specific
topic is a common and intuitive task, which is nevertheless fre-
quently performed in IE research. Examples in the music do-
main can be found in [4, 5], whereas [6, 7, 8] apply this tech-
nique in a more general context. Although this approach seems
to be straightforward, it is prone to a major category of error:
When searching for artist names that equal common speech
words, usually a lot of irrelevant pages are returned.9 Hence,
the main challenge when using queries to a search engine for
Web page selection is to restrict the search results to pages re-
lated to the desired artist. This problem is commonly addressed
by enhancing the search query for the artist name with addi-
tional keywords. In the context of music information research,
Whitman and Lawrence [4] proposed to confine the search by
the keywords “music” and “review” in order to direct it towards
album reviews. The resulting query scheme was successfully
applied for genre classification tasks, e.g., [9]. To gather gen-
eral, music-related Web pages, the scheme "artist" music
usually represents a good trade-off between coverage and false
positives. Hence, we used it for the paper at hand.

We first query Google’s search engine to retrieve up to the
top 100 URLs for the artist for which the origin is to be deter-
mined. We then fetch the Web content available at these URLs.
Subsequently, we create a full inverted index, also known as

8http://www.last.fm/music/Queen (January 2010)
9In the music domain typical artists that cause such problems are Bush,

Prince, Kiss, and Porn.

world-level index, [10] using a modified version of the open
source indexer Lucene Java10. The resulting index is then taken
as input to the IE approaches described in the following.

3.2. Page Counts Approach

This simple approach to determine an artist’s origin extends the
work presented in [5, 11]. The basic idea is to use a search en-
gine’s number of indexed Web pages for a given query, a count
usually referred to as page count. Since these page counts are,
however, only rough estimates of the real number of crawled
Web pages related to the query, the results tend to be not very
accurate. Nevertheless, for the purpose of classifying artists into
genres [5, 11] and for classifying instances according to a given
ontology as well as for learning sub- and superconcept relations
[6, 7], this method yielded respectable results.

Using the search engine’s API or issuing HTTP requests to
the search engine and subsequently retrieving the resulting page
count values for all 〈artist, country〉 tuples is the core compo-
nent of this approach. To avoid excessive bandwidth consump-
tion, however, we restrict the number of search results to be
transmitted to the smallest value (this is usually one result).
Since we are only interested in the page count estimates, this
restriction effectively reduces network traffic without effecting
the results. In our experiments we use Google’s search engine
as it proved to outperform Yahoo!11 and MSN Search12, cf.
[12, 9].13 To alleviate the problem with artist names that equal
common speech words, we apply the query scheme "artist"
"country" music. From the resulting page count estimates
of all 〈artist, country〉 tuples, we create an artist-country-matrix
and eventually predict for each artist the country with the high-
est score.

3.3. Term Weighing Approaches

The standard procedure in text-based IR is to apply the bag-of-
words model [13] to the documents under consideration. This
model describes each document of a corpus by the contained
words, irrespective of their ordering within the document, thus
ignoring any structure or grammar rules. Words may also be
generalized to terms by considering sequences of n consecutive
words, so-called n-grams.
Using this bag-of-words representation of a document d, each
term t is usually assigned a weight wt,d that reflects t’s impor-
tance for document d. Integrating the weights of all terms for
a specific document d yields a feature vector that describes d.
Applying this procedure to the whole corpus of documents, each
document can be described as a term weight vector and can be
thought of as a representation of its weight vector in a vector
space. The model underlying such a representation is often re-
ferred to as the vector space model and is fundamental in IR and
IE research. It was originally described in [14].
If the aim is to describe music artists via content found on re-
lated Web pages, the complete set of pages retrieved for a par-
ticular artist a is often aggregated to a virtual document of a.

10http://lucene.apache.org (January 2008)
11http://www.yahoo.com (November 2008)
12http://www.msn.com (November 2008)
13In the meantime Yahoo! and MSN Search have agreed on merg-

ing their Web search knowledge and call the resulting search engine bing
http://www.bing.com (January 2010).



Applying a term weighting measure wt,a to the virtual docu-
ments, each artist is described by a term profile, i.e., a vector
space representation. Using such virtual documents seems rea-
sonable since the subject of interest in Web-based music infor-
mation retrieval is commonly the artist. Coping with small or
empty pages is further facilitated if they are part of a larger vir-
tual document.

For the work at hand, we used the following term weighting
measures, since they are well founded in IR research, cf. [15,
16, 17].
Document frequency: dft,a is the total number of Web pages
retrieved for artist a on which term t occurs at least once.14

Term frequency: tft,a is the total number of occurrences of
term t in the virtual document of a.
Term frequency·inverse document frequency: The basic idea
of the tf · idft,a measure is to increase the weight of t if t oc-
curs frequently in a virtual document of a, while at the same
time decrease t’s weight if t occurs in a large number of docu-
ments in the whole corpus, and is thus not very discriminative
for a. We investigated two variants of the tf · idf measure since
first experiments with a formulation that yielded good results
for artist-to-genre classification [9] performed weakly for the
task tackled in this paper. We refer to the formulation from [9]
as tf · idf1:

tf · idf1
t,a =

{
(1 + log2 tft,a) · log2

n
dft

if tft,a > 0
0 otherwise

Experiments with slightly varying formulations eventually
yielded variant tf · idf2:

tf · idf2
t,a = ln (1 + tft,a) · ln

(
1 + n

dft

)
In both formulations n equals the total number of Web pages

retrieved, and dft is the total number of Web pages containing
term t. Using the set of country names C as input, we calculate
the weight for all terms t ∈ C applying each term weighting
function. Predicting the country for an artist is then simple per-
formed by selecting the most important country term as deter-
mined by the term weighting measure.

3.4. Text Distance Approaches

As a third category of approaches, we tested several heuris-
tics that make use of text distances between key terms K and
country names C. The key terms comprise words like “born”,
“founded”, “origin”, and “country”.

As text distance measure we use the difference between the
character offsets of terms from C and K in a’s Web pages. Us-
ing these differences, we build a model of a’s most likely coun-
try of origin. The core part of this model integrates two differ-
ent functions: first, a distance measure on the document-level
(dlf) to determine the distances within a Web page of a; second,
an aggregation function (af) to combine the document-level-
distances for all pages retrieved for a. The choice of these two
functions is vital to the quality of the prediction. For the eval-
uation experiments, we use the following scheme to describe
a setting: {key1, · · · ,keyn}, dlf, af. For example, in
the setting {born, founded}, avg, min the list of key

14In this case, the single Web pages retrieved for a are considered, instead of
a’s aggregated virtual document.

terms comprise the words “born” and “founded”, the dlf dis-
tance measure is the arithmetic mean of the distances between
country names and key terms, and the minimum is used as ag-
gregation function.

3.5. Synonym Lists for Countries and Nationalities

Analyzing frequent errors, we gained the insight that certain
countries often tend to be erroneously predicted. For example,
the “United States” are frequently incorrectly predicted for two
reasons: First, the term “United States” is not only used to de-
note the “United States of America”, therefore resulting in un-
justified higher term weights. Second, even if the meaning is
correct, the occurrence of “United States” on a Web page may
also refer to various relations other than to the country of origin.
To improve accuracy by mitigating these two problems, we
investigated the use of synonyms for country names and re-
lated terms, e.g., the respective nationalities.15 To this end,
we gathered synonyms for countries and nationalities from The-
saurus.com16. Each country is therefore described not only by
its name, but also by related terms.
We aggregate the synonyms for a country by calculating the
arithmetic mean of the respective scoring measure (term weight
or text distance). We also tried using minimum, maximum, and
median for aggregation. However, taking the minimum leads
to an underestimate of the importance of some countries. For
example, “Land of Opportunity” is considered a synonym for
the USA, but is seldom used in Web pages to refer to this coun-
try. Using instead the maximum function for aggregation causes
serious distortions for synonyms that equal common speech
words. For example, “US” as a synonym for the United States
obviously yields many erroneous predictions for the USA since
it is a word too frequently used to refer to the pronoun “us”.
The median yielded similar, but slightly worse results than the
arithmetic mean.

4. EVALUATION

4.1. Test Collection

Since there exists no standardized data set for this kind of task,
we had to build one on our own. To this end, we manually
gathered 578 artists and their country of origin from all over
the world from Wikipedia, last.fm, and allmusic.com.17 We in-
cluded artists from 69 distinct countries. In total 50 967 Web
pages were gathered applying the Web page retrieval procedure
described in Section 3.

4.2. Coverage and Precision

We were foremost interested in the quantity of artists for which
a country of origin can be determined and in the quality of the
prediction. Hence we investigated coverage (or recall) and pre-
cision of the proposed approaches, coverage being defined as
the percentage of artists for which a country of origin could
be determined, precision being defined as the number of artists

15The list of synonyms is available at http://www.cp.jku.at/-
people/schedl/music/countries syn.txt.

16http://thesaurus.reference.com (January 2010)
17The data set can be downloaded from http://www.cp.jku.at/-

people/schedl/music/C578a country.txt.



Approach C (%) P(%) F
Page counts

Google 100 23.18 37.64
Term weighting (without synonyms)

df 100 65.57 79.21
tf 100 68.86 81.56
tf · idf1 100 57.96 73.38
tf · idf2 100 63.49 77.67

Term weighting (with synonyms)
df 100 66.09 79.58
tf 100 70.76 82.88
tf · idf1 100 54.50 70.55
tf · idf2 100 59.34 74.48

Text distance (without synonyms)
{born}, min, min 100 34.08 50.84
{born, founded}, min, min 100 37.20 54.22
{born}, avg, min 100 14.19 24.85
{born, founded}, avg, min 100 14.19 24.85

Text distance (with synonyms)
{born}, min, min 100 29.41 45.45
{born, founded}, min, min 100 32.53 49.09
{born}, avg, min 100 12.11 21.60
{born, founded}, avg, min 100 12.46 22.15

Table 1. Evaluation results.

Approach C (%) P(%) F
last.fm origin 7.19 89.58 13.13
freebase origin 21.37 90.85 34.60
freebase most freq 26.20 91.60 40.75
wikipedia most freq 55.76 64.63 59.87
combined method 59.12 77.09 66.92

Table 2. Evaluation results from Govaerts and Duval [1].

whose country was correctly predicted divided by the number of
artists for which a prediction was made. As an aggregate mea-
sure of precision and recall, we further report the F-measure
[18], which is the weighted harmonic mean of precision and
recall.

4.2.1. Analysis and Discussion

Table 1 shows coverage, precision, and F-measure for each
category of approaches and a selection of parameter settings
within these categories. The best performing setup is high-
lighted within each category of methods.
Table 2 reproduces the results obtained by Govaerts and Duval
in [1]. Unfortunately, the authors used a proprietary test collec-
tion that is not publicly available. Therefore, their results are
only roughly comparable to ours. Further note that even though
Govaerts and Duval used a 11 000-artist-collection, their best re-
sults (which are illustrated in Table 2) were achieved on a subset
of 3 000 artists.
Compared to [1] (Table 2), our approaches (Table 1) reach a
higher coverage (100%). This is no surprise as our approaches
may incorporate, at least in theory, the whole Web. In contrast,
the precision is usually smaller for our general Web-based ap-
proaches. This seems reasonable as Govaerts and Duval use

Approach with w/o z sgn
df 66.09 65.57 -0.38
tf 70.76 68.86 -1.39
tf · idf1 54.50 57.96 -2.09 *
tf · idf2 59.34 63.49 -2.72 *
{born}, min, min 29.41 33.91 -2.64 *
{born, founded}, min, min 32.53 37.20 -2.64 *
{born}, avg, min 12.11 14.19 -2.06
{born, founded}, avg, min 12.46 14.19 -1.89 *

Table 3. A statistical comparison of the approaches with and
without the use of synonyms.

very specific Web sites to extract information (Wikipedia, Free-
base, and last.fm). Taking a look at the F-mesaure we see that
our term weighting approaches outperform all methods pro-
posed in [1]. Even our best performing text distance measures,
which in general scored much worse than the term weighting
approaches, perform similar to the best performing single mea-
sures (not the combined method) from [1]. As part of future
work, we would like to combine the high precision of Govaert
and Duval’s methods with the high coverage of our approaches
by integrating the different data sources.

Taking a closer look at the individual categories of ap-
proaches, large differences become apparent. The simple page
counts approach seems to be too simple to capture the seman-
tic category of country of origin. In contrast, applying term
weighting functions to a selection of top-ranked, artist-related
Web pages yields the best results. An interesting finding in this
context is that the tf and df measures outperform the tf · idf -
based measures. tf · idf is the standard approach in text-based
IR, but underperforms in this specific IE task. This is likely a
result of tf · idf ’s penalization of terms that occur within a large
number of documents. In standard IR the idf factor is used to
demote words that do not bear much discriminative power as
they appear in many documents. Suppressing such terms does
make sense in most IR tasks, which aim at finding documents
specific to a query. In our IE task, in contrast, general and pop-
ular terms should not be given less weight. This result is in line
with the findings of [19].
Interestingly, the text distance approaches that tackle the prob-
lem in a very specific manner, and which we therefore expected
to outperform the more general term weighting approaches, per-
formed worse. A possible explanation is that we may have cho-
sen the wrong terms for the set of key terms, in which case the
country names simply do not occur too close to the chosen an-
chor terms. Also the use of synonyms did not improve results
for the text distance approaches, in contrast to the term weight-
ing approaches. An explanation is suggested in the following
subsection.

4.2.2. Statistical Significance Tests

We were first interested in whether using synonyms signifi-
cantly impacts the obtained results of the various approaches.
For each pair of approaches, with synonyms and without syn-
onyms, we test the equality of the groups’ medians using the
Wilcoxon signed-rank test [20]. In Table 3 all significant dif-
ferences are marked. There exists a significant difference for



Fig. 1. Confusion matrix for the page counts approach
(Google).

tf · idf -based approaches. Furthermore, three of the approaches
based on text distances perform significantly worse if syn-
onyms are used. This seems reasonable since for this group
of approaches, the use of ambiguous synonyms, such as “US”,
“Johnny”, or “Sam”, causes a high number of incorrect predic-
tions.

It is further interesting to investigate if there are significant
differences between the approaches in each group of Table 1.
To identify significant differences within the groups, Fried-
man’s two-way analysis of variance [21] is used. The test re-
vealed highly significant differences between all categories of
approaches. As post-hoc test to analyze which settings signif-
icantly differ within their category, the Wilcoxon signed-rank
test [20] is used again, and the significance level is adjusted for
multiple comparisons. All approaches that significantly differ
from the best performing approach in each group are marked in
italics in Table 1. Except for the term weighting group with-
out synonyms, where no significant difference between df and
tf could be determined, the performance of the best approach is
always significantly different from all others.

4.3. Confusions

We performed confusion analysis to investigate which coun-
tries are often incorrectly predicted. To this end, we aggregated
the countries to continents, as a detailed country-wise analy-
sis would have been beyond this paper’s scope. Figures 1, 2,
and 3 depict confusion matrices for the best performing setups
within each category of approaches, respectively page counts,
term weighting, text distance. Along the ordinate the correct
continents are illustrated, whereas the predicted continents can
be found along the abscissa. Considering Figure 1, for example,
47.5% of Asian-born or -founded artists are correclty classified
as Asian by the page counts approach. However, 39.3% of the
Asian artists are incorrectly classified as originating from Eu-
rope.

Fig. 2. Confusion matrix for the best term weighting approach
(tf with synonyms).

4.3.1. Analysis and Discussion

The most obvious finding from the confusion analysis is that
artists from other parts of the world are often incorrectly clas-
sified as originating from Europe or North America. This be-
comes particularly evident in the case of the simple page counts
approach (Figure 1). More than 20 percent of all artists from
any continent other than Europe are misclassified as being Eu-
ropean. Furthermore, except for Asians, more than 10 percent
of all artists not from North America are misclassified as North
Americans. Using the simple page counts approach seems to in-
troduce a strong bias towards those continents where Web cov-
erage is highest.
Analyzing which continents suffer the most from artists that
originate from there, but are wrongly classified to originate from
other continents, this is the case for Africa. Only 15.8%, 76.2%,
and 8.3% of artists originating from Africa are correctly clas-
sified using the page counts approach, the term weighting ap-
proach, and the text distance approach, respectively. For the
term weighting approach, this number is remarkably high, nev-
ertheless the worst among all continents.

5. CONCLUSION AND FUTURE WORK

We presented three approaches to automatically determine the
country of origin of a person or institution via Web mining tech-
niques, and we applied these approaches to the problem of find-
ing the origin of a music artist or band. The first approach inves-
tigates estimates of page counts returned for specific queries to
Web search engines. It was shown that this approach is too sim-
ple to correctly predict the country of origin in most cases. The
second approach applies term weighting functions for country-
specific terms that occur on the top-ranked Web pages of an
artist. Using the term frequency as weighting measure, we
achieved the best results, both in terms of coverage and pre-
cision. The third approach makes use of text distance measures
between country-specific terms and origin-related key terms on
the retrieved Web pages. It yielded worse results than the term
weighting approach. Even though the proposed approaches are



Fig. 3. Confusion matrix for the best text distance approach
({born, founded}, min, min without synonyms).

of a rather simple nature, we were able to outperform earlier
work [1].
We further showed that using a list of synonyms for country-
specific terms can improve precision and F-measure for the term
weighting approaches, but worsens the results for the text dis-
tance approaches.
A confusion analysis on the level of continents revealed that
artists from all over the world are often incorrectly classified as
originating from Europe or North America.

In the future, we will further investigate the use of natu-
ral language processing (NLP) techniques to improve preci-
sion. Moreover, we would like to generalize our approach to
a broader spectrum of application domains. The methods pro-
posed here can easily be applied to determine the country of
origin of any person (or institution) that is popular enough to
be mentioned on a considerable number of Web pages. How-
ever, not all Web pages contain reliable, high-quality informa-
tion. Another part of future work will therefore consist of deter-
mining the pages one can rely on, using approaches to estimate
the reputation of a Web page, such as [22].
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