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ABSTRACT
Online activities such as social networking, shopping, and consum-
ing multi-media create digital traces o�en used to improve user
experience and increase revenue, e.g., through be�er-��ing rec-
ommendations and targeted marketing. We investigate to which
extent the music listening habits of users of the social music plat-
form Last.fm can be used to predict their age, gender, and national-
ity. We propose a TF-IDF-like feature modeling approach for artist
listening information and artist tags combined with additionally
extracted features. We show that we can substantially outperform
a baseline majority voting approach and can compete with existing
approaches. Further, regarding prediction accuracy vs. available
listening data we show that even one single listening event per
user is enough to outperform the baseline in all prediction tasks.
We conclude that personal information can be derived from mu-
sic listening information, which indeed can help be�er tailoring
recommendations.
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1 INTRODUCTION
Online activities such as using social networks or microblog services
or shopping and consuming media leave digital traces, that indicate
products or topics the user is interested in. �ese traces are recorded
and many services use systems to recommend new items based
on items the user selected or rated in the past (e.g., the music
recommender system Last.fm or the online movie streaming service
Net�ix) [7].

It has been shown that many of the digital traces that are le�
by the users can also be exploited to predict additional informa-
tion about them such as predicting a person’s location from their
tweets [1] or predicting personality traits from Facebook likes [10].
In this work, we focus on digital traces on the social music platform
Last.fm, and use various di�erent sources of information either
directly from data available via the Last.fm API or extracted from
the collected data to infer personal information of users.

We consider this a highly relevant topic with respect to digital
media consumption and social media usage behavior for two rea-
sons: on one hand, gaining a be�er understanding of the users will
help in be�er understanding the contents of the media they are us-
ing, and thus help in creating more “semantic” indexing techniques.
On the other hand, we are interested in how much this “harmless”
and therefore o�en unthinkingly shared information can be used to
derive additional information about the users. �is second aspect
exhibits direct ties to concerns regarding privacy and pro�ling.

To explore these aspects, we formulated the following two re-
search questions: (RQ1) To which extent is it possible to predict the
age, gender, and nationality of the users based on their listening events
and related information (e. g., how the listening behavior changes
over time)? (RQ2) In which way does prediction accuracy depend on
the available user data, i. e., number of listening events?

�e results of the proposed system can be utilized to enrich the
input for recommender systems (e.g., to replace missing values for
collaborative �ltering approaches) or directly for recommending
new items (e.g., artists that are popular in the country or within
the age group of the user). In further steps the system could also be
used to directly predict topics (e.g., genres) or items (e.g., artists or
songs) the user is interested in, thus improving the user experience.

�e remainder of this paper is structured as follows. In Section 2,
we discuss literature related to the prediction of user traits from
digital traces. Section 3 provides a description of the dataset used in
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our experiments. We introduce the actual algorithm for predicting
user traits in Section 4. In Section 5, we describe the experiments
performed and the results gained. Finally, Section 6 wraps up the
paper with a conclusion and an outlook on future work.

2 RELATED WORK
In this section, we discuss work on automated prediction of user
traits from digital traces, structured according to the source of
collected user traces.

Kosinski et al. [10] show that user traits can be predicted based on
the Facebook Likes of a person. �e predicted values include basic
pro�le information, such as age and gender, but also highly personal
a�ributes, such as sexual orientation, ethnicity, political views, and
personality traits. �e prediction is based on the Likes of 58,000
Facebook users, for which demographic pro�les and psychometric
tests are available. A follow-up study to [10], conducted by Youyou
et al. [23], shows that personality judgments made from Facebook
Likes can be even more accurate than those of close friends or
family members. Golbeck et al. [2] show that the personality of
Facebook users can even be predicted based only on their publicly
available pro�le information.

�e algorithm described by Cheng et al. [1] estimates the location
of Twitter users based on the text of their tweets. �e estimation
is entirely content-based and does not rely on meta-data, such as
pro�le or network information. �e proposed algorithm is trained
on Twi�er users in continental USA whose locations are known
and then predicts the user location by inferring probabilities for
cities from the microblogs. In their experiment, Cheng et al. report
that 51% of the users were placed within 100 miles of their actual
hometown.

Most closely related to our paper is work that exploits Last.fm
data to predict listener characteristics. Liu et al. [12] estimate the
gender of Last.fm users based on their listening history. Addition-
ally, the age is estimated in a binary form as under or above 24 years.
�e features for the classi�cation are constructed purely from the
listening events of the user and are based on three factors: the
listening timestamps, the meta-data of the song and the artist (e.g.,
artist and song tags), as well as signal features of the songs. For
both tasks, a support vector machine classi�er (SVM) with RBF
kernel is used and the average of �ve runs with 80% of the users as
training set is reported. �e accuracy for age is 71.1%; the accuracy
for gender is 66.1%.

�e approach described in the work by Wu et al. [22] estimates
gender and age of Last.fm users based on music meta-data. �eir
algorithm uses the songs that the user most frequently listens to.
In contrast to [12], the approach does not exploit temporal infor-
mation, nor any audio-based features. �e authors describe two
di�erent ways to generate features for the user: Term Frequency -
Inverse Document Frequency (TF-IDF) combined with Latent Se-
mantic Indexing (LSI) and Gaussian Super Vectors (GSV). For both
tasks, SVM with RBF kernels are used in a two-fold cross validation.
�e reported accuracy for gender estimation is 78.87% and 78.21%
for GSV and TF-IDF, respectively. For age estimation a mean abso-
lute error of 3.69 and 4.25 is reported for the GSV and the TF-IDF
approach, respectively.

In contrast to these two existing works [12, 22], our main con-
tributions are: (i) we present a novel approach for the prediction
of user traits from music listening habits that combines multiple
sources of information and uses PCA-compressed TF-IDF-like fea-
tures, (ii) we also support the prediction of user nationality, (iii)
we ran our experiments with users with a very limited number
of listening events, to assess performance in cold-start situations,
and (iv) we compare di�erent machine learning classi�cation and
regression algorithms.

3 DATASET
�e dataset used in our experiments is a subset of the LFM-1b
dataset [16]. It was created using the Last.fm API, which allows the
collection of users’ pro�le information (including age, gender, and
country) as well as listening events for these users. Additionally
we used weighted artists tags, which were also extracted using the
Last.fm API and can be used to identify artists that produce similar
music, for our experiments.

�e LFM-1b dataset additionally includes scores describing the
listening behavior of the users. �ese scores include novelty, i.e.,
percentage of new artists in a speci�c time period, mainstreami-
ness, i.e., how well the preferences of the user �t to the average
preferences of all users, and di�erent listening counts (e.g., the
absolute number of distinct artists the user listened to, the average
number of events per week, and the relative number of events for
one speci�c day of the week).

Discarding from the LFM-1b dataset users with missing demo-
graphic information or less than 500 listening events, a total of
12,181 users remained for our experiments. �is allows to use the
same dataset for all three prediction tasks (age, gender, and country).
�e restriction to users with at least 500 listening events ensures
that all users have the same number of listening events for the
experiments with listening event subsets.

�e dataset eventually contains users from 144 countries with
72.5% of them being male and the average age being 25.6 years.
In terms of number of users, the top countries in our dataset are:
USA (19% of all users), Russia (8.9%), Germany (8.4%), Brazil (7.9%),
Poland (7.8%), Great Britain (7.8%), and the Netherlands (2.6%). �is
distribution is similar to the distribution among the users in the
entire LFM-1b dataset.

3.1 Balanced Gender Dataset
Due to the high share of male users in the dataset the baseline for the
accuracy of gender prediction is rather high (72.5%). Although the
best classi�ers perform signi�cantly be�er (81.4%, cf. Section 5.4),
it is di�cult to assess the performance of these classi�ers. To over-
come this problem when investigating the �rst research question
for gender, during all experiments for gender prediction, we created
multiple datasets, for which the users are �ltered by selecting all
female users and randomly selecting exactly as many male users.
�e datasets resulting from this procedure contain a total of 6,698
users (compared to the 12,181 users of the entire dataset) with a
50% share of female users.
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3.2 Sampling Listening Event Subsets
We sampled small random subsets from the listening histories of
users with 1, 2, 5, 10, 20, 50, 100, 200, and 500 listening events per
user to investigate our second research question, i. e., to what degree
the accuracy of predictions depends on the number of listening
events used for training.

4 PREDICTION OF USER TRAITS
For prediction of user traits, we developed three models, one for age,
gender, and country, respectively. Each model is built individually
and does not use results from the other models. Furthermore, the
models are built entirely from the listening data of the users, meta-
data of the artists, and extracted user information. �erefore, e. g.,
for the prediction of age, the model does not use the gender or the
country of the user.

4.1 Experimental Setup
�e prediction models are evaluated with a 10-fold cross-validation
on the dataset introduced in Section 3. All steps for the prediction
pipeline (feature selection, feature vector generation, dimension-
ality reduction, classi�cation/regression) were individually per-
formed for the di�erent user traits age, gender, and country. �e
calculations for all steps are based solely on the training set; this also
implies that the selected features and the dimensionality reduction
rules are di�erent for each fold of the cross-validation.

4.2 Feature Selection
For each user, an individual feature vector is constructed containing
elements from three separate sources – the �rst part is based on
artist listening information, the second part on artist tag informa-
tion, and the third part on additional user information provided as
part of the LFM-1b dataset. �ese three parts are created indepen-
dently from each other. �e �rst two parts are vector normalized
separately, for the third part this is pointless as we will explain
below. Finally, the three parts are merged to create one feature
vector per user (“early fusion”).

�e �rst part of a user’s feature vector (artist listening informa-
tion) is created as follows. 10,000 artists are selected based on the
number of users that listened to them. �e �rst half of artists that
is selected are the artists that have the most di�erent users in the
overall training set that listened to them at least once. �e second
half of the artists is selected based on their number of di�erent
listeners in user-groups chosen for the speci�c task. �is means
the users in the training set are split into distinct groups and the
artists with the most users listening to them for each of the groups
are selected.

For the age prediction task the users are split into eight distinct
age groups also used in [17]. �ese groups contain the users in the
age intervals [6–17], [18–21], [22–25], [26–30], [31–40], [41–50],
[51–60], and [61–100]. For the gender prediction the artists with the
most male and female listeners, respectively, are selected. Finally
for the country prediction task the groups comprise the countries
with the most users in the training set. �e dataset contains 144
di�erent countries, however the feature selection only takes into
account the 25 most common countries within the training data to

concentrate on the most crucial user groups. For the whole dataset
the 25 most common countries contain 88.5% of all users.

�e second part of a user’s feature vector (artist tag information)
is created by selecting 10,000 tags in the same way as the artists
for the �rst part of the vector. �e tags with the most users that
listened at least once to an artist associated with this tag (with a tag
weight higher than 0) are selected. �e �rst 5,000 tags are selected
based on the overall training set, while the second half is selected
based on the same user groups as for the artists.

�e third part of the feature vector contains 42 additional scores
for each user, comprising scores for novelty (i. e., how many new
artists did the user listen to in a given time period), mainstream-
ness (i. e., how well do the genre preferences of the user �t to the
overall genre preferences of all users in the dataset), and various
listening event counts (e. g., the average number of listening events
per week).

�e di�erences in the range of the scores makes a vector normal-
ization of the third part pointless. For instance, the novelty scores
of a user are calculated in the interval [0–1], while the count values
of listening events have no boundary and are o�en above 10,000.

4.3 Feature Vector Generation
�e entries for the �rst two parts of the feature vector of a user are
calculated in the form of TF-IDF values for a term t (i. e., an artist
or a tag) and a document d (i. e., the listening history of this user)
as:

tf-idf(t ,d) =
(
1 + log (fdt )

)
· log

(
n

ft

)
(1)

where n is the number of users in the training set, and ft is the
number of users with at least one listening event with the artist or
tag. While fdt for artists simply is the number of listening events
with the artists, the value for tags also takes the tag weight into
account:

fdt =
∑
e ∈E

weiдht(ae , t ′) (2)

where E is the listening history of the user, ae is the artist of listen-
ing event e , andweiдht(ae , t ′) is the tag weight for tag t ′ and artist
ae , which is 0, if the artist is not connected to t ′.

4.4 Dimensionality Reduction
�e feature vectors that result from the previous step have a high
dimensionality, therefore dimensionality reduction via Principal
Component Analysis (PCA) [6] is performed. �e PCA is performed
on the combined �rst two parts of the feature vector (i. e., 20,000
dimensions) to ensure that correlations between artist and tag
features can be resolved.

�e number of features is thereby reduced from 20,000 to 450. �e
new number of features results from adding 50 features as long as
the average variance gained per feature stays above 0.03% (i. e., 1.5%
for the 50 new features). �e dimensionality reduction is performed
in Python using the library scikit-learn [13]. �e transformation
is calculated based solely on the training set. �e compressed
feature vectors for the test set are then constructed using the same
transformation.
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4.5 Predictions for Listening Event Subsets
For the predictions based on listening event subsets (cf. Section 3.2)
only the PCA-compressed �rst and second part of the feature vec-
tors is used. �e third part of the vector includes information that
is not available in a cold-start-like situation that is simulated with
these experiments and can therefore not be used. For instance, the
novelty score represents an indicator of how the listening behavior
of the user changes over time – an information that the system
cannot estimate for a user, who just has one single listening event.

�e classi�cation/regression algorithm is trained on the original
user vectors containing all listening events for the users in the
training set. Based on this model the predictions for all subsets of
the test set are made.

5 EXPERIMENTS AND RESULTS
Based on the reduced feature vectors resulting from the dimension-
ality reduction, di�erent supervised models are built. �e models
are constructed using a selection of diverse machine learning clas-
si�ers and regressors. For this purpose, we use the Java API of the
open source library Weka [3]. In this section, we analyze the results
for the individual experiments using the same evaluation methods
as in [12, 22] (i. e., mean absolute error for age and accuracy for
gender and nationality).

Additionally, we evaluate the performance of the best classi-
�ers on the reduced listening event subsets and the datasets with
balanced gender share. We compare the results for all tasks to a
baseline to help interpret their quality.

5.1 Learning Algorithms
For the prediction of the results a variety of di�erent supervised
classi�cation and regression techniques are used.

Support Vector Machines (SVMs) aim at separating two classes
by de�ning a border function in a potentially higher dimensional
space such that data points from the two classes lie on the dif-
ferent sides of the border. SVMs can also be used in regression
tasks by creating a function such that all data points fall within
a given maximum error margin. �e values for new data points
are then predicted with this function. �e predictions are made
using implementations of the Sequential Minimal Optimization
algorithm (SMO [4, 9, 14] and SMOreg [18, 19]).

M5P [15, 21] is a decision tree algorithm enhanced with linear
regression, which can be a decision criterion for some of the nodes
within the tree. Based on this algorithm, M5Rules [5, 15, 21] creates
a decision list that is �lled with rules from decision trees built with
M5P.

Linear regression generates a regression function as a linear
combination of the features. Similarly logistic regression [11]
predicts the class of a data point based on a linear combination of
the features. We use the two logistic regression algorithms Bayesian
Logistic Regression and Simple Logistic.

Naı̈ve Bayes [8] and DMNBtext [20] use Bayes’ theorem to
predict the class of a new instance based on the probabilities for
the di�erent classes inferred from the training instances.

Table 1: Mean absolute error for age prediction (best results)

Classi�er Settings Mean absolute
error

SMOreg RBF Kernel 4.13
SMOreg Normalized Poly 4.17

Kernel
SMOreg Poly Kernel 4.20
Linear Regression 4.36
M5P 4.40
M5Rules 4.40
SMOreg PUK 4.71
ZeroR 6.23

5.2 Baseline
�e baseline for the given tasks represents a trivial lower bound for
the results of the classi�ers. For the classi�cation tasks, the baseline
used is a classi�er that predicts the majority class of the training
set for all instances of the test set. E. g., for country prediction the
baseline is a classi�er that predicts the country with the most users
in the training set for all users in the test set. In case of a regression
task, the classi�er predicts the average value in the training set for
all instances of the test set. For both cases the calculation is done
with Weka’s ZeroR classi�er [3].

5.3 Age Prediction
Table 1 shows the algorithms that achieved the lowest mean abso-
lute error for predicting the age of the users. �e support vector
regression (SMOreg) outperforms all other algorithms with three
of the four kernels available for this task. �e lowest error (4.1;
achieved with the RBF kernel) is 66.3% of the error achieved with
the baseline algorithm. �e Linear Regression achieves a slightly
be�er result than M5P and M5Rules. �e baseline for this task
is 6.2 (calculated with ZeroR).

�e results for the age prediction based on the subsets of limited
listening events can be seen in Figure 1. We achieved these results
with the SMOreg algorithm using the RBF kernel, which produced
the best results for the entire dataset. Just one single listening
event is su�cient to predict the age of the user more accurately
than the baseline approach (5.8 vs. 6.2). �e error of the prediction
decreases steadily with an increasing number of listening events.
Also, the �nal prediction that uses all of the available listening
events achieves an error even lower than the prediction based
on 500 listening events per user.

5.4 Gender Prediction
�e baseline for the gender prediction is 72.5%. As a result of each
of the training folds having a majority of male users, this is the
share of male users among the dataset (see Section 3). Table 2 shows
the performance of the best classi�ers for this task. �e algorithm
achieving the best results is the Bayesian Logistic Regression. �is
algorithm, which was developed for text categorization, bene�ts
from the features of the feature vectors including clustered TF-IDF
values, because TF-IDF weighting is an approach developed as basis
for text analysis and text categorization. Both the support vector
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Figure 1: Error for age prediction on listening event subsets.

Table 2: Accuracy for gender prediction (best results)

Classi�er Settings Accuracy
Bayesian Logistic Regression Gaussian Prior 81.36%
SMO Poly Kernel 81.24%
Simple Logistic 80.43%
SMO Normalized Poly 78.06%

Kernel
SMO RBF Kernel 78.33%
DMNBtext 77.22%
SMO PUK 76.31%
ZeroR 72.51%

classi�er (SMO) and the logistic regression algorithm (Simple Logis-
tic) achieve results very close to the Bayesian Logistic Regression.
�e other algorithms yield far lower accuracy.

Balanced gender dataset. To compensate for the uneven gender
distribution in the dataset, datasets with uniform gender distri-
butions have been created, as detailed in Section 3.1. In order to
ensure that the experiments on this dataset are not in�uenced by
the listeners that are randomly picked for classi�cation, the �ltering
is performed �ve times, the experiments are performed on each of
the resulting datasets, and results are reported averaged over the
�ve runs.

Due to the resampling of the dataset to achieve equal distribution
of gender, the baseline for this task is obviously 50%. �e results for
the three classi�ers that performed best on the whole dataset are
given in Table 3. We report the average and the standard deviation
over the �ve runs. It can be seen that all three classi�ers perform
between 4.2% (SMO) and 4.5% (Simple Logistic) worse than the
same classi�ers trained on the whole dataset (cf. Table 2), but have
to be compared to a much lower baseline. �e accuracy for the
SMO using a poly kernel is 154.0% relative to the new baseline; for
the complete dataset the Bayesian Logistic Regression achieves a
relative accuracy of only 112.2% compared to the baseline.

�e average results for the �ve runs of the balanced gender
subsets for the Bayesian Logistic Regression and the SMO can be
seen in Figure 2. Both classi�ers achieve very similar results for all
listening event subsets and are able to achieve results be�er than
the baseline with just one single listening event (up to 54.5% with

Table 3: Accuracy for gender prediction on the balanced
dataset (best results)

Classi�er Settings Accuracy
SMO Poly Kernel 77.01% ± 0.30%
Bayesian Logistic Reg. Gaussian Prior 76.91% ± 0.36%
Simple Logistic 75.88% ± 0.33%
Baseline 50%
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Figure 2: Accuracy for balanced gender prediction on listen-
ing event subsets.

Table 4: Accuracy for prediction of countries (best results)

Classi�er Settings Accuracy
Simple Logistic 69.37%
SMO Poly Kernel 69.36%
DMNBtext 63.11%
SMO RBF Kernel 59.97%
SMO Normalized Poly Kernel 59.57%
Naı̈ve Bayes 57.39%
ZeroR 19.03%

the SMO classi�er). �e results improve steadily with additional
listening events and also improve from 500 listening events to the
overall result.

5.5 Country Prediction
Our third task is the prediction of the listeners’ nationality. �e
baseline for this task is 19.0%, which equals the share of the most
common country (USA) in the dataset. �e classi�ers that achieve
the best results can be seen in Table 4. �e two classi�ers that
perform best are the logistic regression algorithm (Simple Logis-
tic) and the support vector classi�er (SMO) which achieve 69.4%
accuracy. �e accuracy of the Simple Logistic algorithm is more
than 3.6 times as high as the baseline.

�e results for the reduced listening events can be seen in Fig-
ure 3, which include the results for the two best performing clas-
si�ers for the test set with all events (cf. Table 4). Similar to the
predictions for age and for the balanced gender sets, both classi-
�ers are able to beat the baseline with just one single listening
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Figure 3: Accuracy for country prediction on listening event
subsets.

event (22.2% accuracy for the SMO). and improve steadily with
additional listening events.

5.6 Comparison with Existing Work
In the related work (cf. Section 2), the works of Liu et al. [12] and Wu
et al. [22] have been introduced, which also target the prediction
of user traits from music listening data.

�e authors of [12] use the publicly available Last.fm 1K-users
dataset to predict the gender and age of the users. �is set contains
users, for which user traits are missing. For the two experiments,
the users, for which the respective trait is missing, are removed
from the dataset. All the experiments are evaluated performing �ve
runs with 80% of the users as training set and reporting the average
of the results.

For this experiment we evaluated our approach with �ve-fold
cross-validation, which also represents the average of �ve runs
with 80% of the users as training set and additionally ensures that
every user is part of the test set exactly once. Additional user
information as in the Last.fm-1b dataset is not given and could
therefore not be used.

For the gender prediction male users are removed from the
dataset in order to create a set with a 50% share of female users.
To lower the in�uence of the selected male users on the result we
performed �ve runs of �ve-fold cross-validation – selecting di�er-
ent male users for each run – and reported the average result. �e
result achieved by our system is 72.9% (using Bayesian Logistic
Regression with Gaussian prior), compared to an accuracy of 66.1%,
which is the best result any approach in [12] achieved.

For the age prediction the authors split the user into the two
classes “adolescents” (24 years and younger) and “adults” (25 years
and older). �eir best result achieved by [12] is 71.1%, compared
to 72.4% achieved by our system (using Bayesian Logistic Regression
with Laplace prior).

�e authors of [22] use their own dataset to predict the age and
gender of Last.fm users. �erefore it is unfortunately not possible
to test our approach on their dataset; also the di�erent number of
users (96,807 vs. 12,181 users) and distribution of users (e. g., 66.2%
vs. 72.5% male users) make a direct comparison of the received
results pointless.

6 CONCLUSION AND OUTLOOK
Our experiments show that the listening history of a person allows
to infer certain demographic information (RQ1). All three user
traits age, gender, and country can be predicted to a substantial
degree. For age the regression algorithm achieves an error that is
33.7% below the baseline error. For the balanced gender prediction
and for the prediction of the nationality the increase in accuracy
is 54.0% and 264.5% of the baseline, respectively. Even with a very
small amount of listening events meaningful predictions can be
made (RQ2). With increasing number of events the performance
of the classi�ers for all three user trait prediction tasks steadily
increases.

Using the chosen approaches, we can indeed predict additional in-
formation about the users of online music listening services, solely
from their listening histories. While the broad categorizations
can help in tailoring collaborative as well as content-based rec-
ommender systems to their user groups, given the shown current
limitations, however, it seems unlikely to generally predict personal
information about the users that can a�ect their privacy.

As part of future work, we will consider additional listener-
and listening-related aspects, for instance, exploiting the temporal
information a�ached to listening events in greater depth. Also
content-based features could be extracted and investigated, pro-
vided the respective audio is available. Another area that could
be targeted in future work is deep learning – in addition to the
learning algorithms used in our evaluation presented in this work.
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