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Abstract. This paper presents first steps towards building a music in-
formation system like last.fm, but with the major difference that the
data is automatically retrieved from the WWW using web content min-
ing techniques. We first review approaches to some major problems of
music information retrieval (MIR), which are required to achieve the ul-
timate aim, and we illustrate how these approaches can be put together
to create the automatically generated music information system (AG-
MIS). The problems addressed in this paper are similar and prototypical
artist detection, album cover retrieval, band member and instrumentation
detection, automatic tagging of artists, and browsing/exploring web pages
related to a music artist. Finally, we elaborate on the currently ongoing
work of evaluating the methods on a large dataset of more than 600, 000
music artists and on a first prototypical implementation of AGMIS.

1 Introduction and Context

Music information systems like last.fm [1] typically offer multimodal informa-
tion about music artists, albums, and tracks (e.g. genre and style, similar artists,
biographies, song samples, or images of album covers). In common music infor-
mation systems, such information is usually gained and revised by experts (e.g.
All Music Guide [2]), or relies on user participation (e.g. last.fm). In contrast, we
are building such a system by automatically extracting the required information
from the web.
Automatically retrieving descriptive information about music artists is an im-
portant task in music information retrieval (MIR) as it allows for enriching
music players [13], for automatic biography generation [4], for enhancing user
interfaces to browse music collections [7, 6], or for defining similarity measures
between artists, a key concept in MIR. Similarity measures enable, for example,
creating relationship networks [10], building music recommender systems [15] or
music search engines [5].
In the following, we first give a brief overview of the available techniques which
we are refining at the moment. Hereafter, we present the currently ongoing work
of combining these techniques to build the automatically generated music infor-
mation system (AGMIS).



2 Mining the Web for Music Artist-Related Information

All of the applied methods rely on the availability of artist-related data in the
WWW. Our principal approach to extracting such data is the following. Given
only a list of artist names, we first query a search engine3 to retrieve the URLs
of up to 100 top-ranked search results for each artist. The content available
at these URLs is extracted and stored for further processing. To overcome the
problem of artist or band names that equal common speech words and to direct
the search towards the desired information, we use task-specific query schemes,
like “band name”+music+members to obtain data related to band members
and instrumentation. Depending on the task to solve, we then create either a
document-level inverted file index or a word-level index [16]. In some cases, we
use a special dictionary of musically relevant terms to perform indexing. After
having indexed the web pages, we gain artist-related information of various kinds
as described in the following.

2.1 Relations between Artists
A key concept in music information retrieval and crucial part of any music infor-
mation system are similarity relations between artists. To model such relations,
we use an approach that is based on co-occurrence analysis [9]. More precisely,
the similarity between two artists a and b is defined as the conditional probabil-
ity that the artist name a occurs on a web page that was returned as response to
the search query for the artist name b and vice versa, formally 1
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where A represents the set of web pages returned for artist a and dfa,B is the
document frequency of the artist name a calculated on the set of web pages re-
turned for artist b. Having calculated the similarity for each pair of artists in the
artist list, we can output, for any artist, a list of most similar ones. Evaluation
in an artist-to-genre classification task on a set of 224 artists from 14 genres
yielded accuracy values of about 85%.
Co-occurrences of artist names on web pages (together with genre information)
can also be used to derive information about the prototypicality of an artist for
a certain genre [10, 11]. To this end, we make use of the asymmetry of the co-
occurrence-based similarity measure.4 We developed an approach that is based
on the forward link/backlink-ratio of two artists a and b from the same genre,
where a backlink of a from b is defined as any occurrence of artist a on a web
page that is known to contain artist b, whereas a forward link of a to b is defined
as any occurrence of b on a web page known to mention a. Relating the number
of forward links to the number of backlinks for each pair of artists from the same
genre, a ranking of the artist prototypicality for the genre under consideration
is obtained. A more extensive description of the approach can be found in [11].

2.2 Band Member and Instrumentation Detection
Another type of information indispensible for a music information system is band
members and instrumentation. In order to capture such aspects, we first apply
a named entity detection approach that basically relies on extracting N-grams
and on filtering w.r.t. capitalization and words contained in the iSpell English
Word Lists [3]. The remaining N-grams are regarded as potential band members.

3 We commonly used Google in our experiments, but also experimented with exalead.
4 In general,
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Subsequently, we perform linguistic analysis to obtain the actual instrument(s)
of each member. To this end, a set of seven patterns like “M plays the I”, where
M is the potential member and I is the instrument, is applied to the N-grams
(and the surrounding text as necessary). The document frequencies of the pat-
terns are recorded and summed up over all seven patterns for each (M, I)-tuple.
After having filtered out those (M, I)-pairs whose document frequency is below
a dynamically adapted threshold in order to suppress uncertain information, the
remaining (M, I)-tuples are predicted for the band under consideration. More
details as well as an extensive evaluation can be found in [14].

2.3 Automatic Tagging of Artists
For automatically attributing textual descriptors to artists, we use a dictionary
of about 1, 500 musically relevant terms to index the web pages. As for term
weighting, three different measures (document frequency, term frequency, and
TF × IDF ) were evaluated in a yet unpublished quantitative user study. This
study showed, quite surprisingly, that the simple document frequency measure
outperformed the well-established TF×IDF measure significantly (according to
Friedman’s non-parametric two-way analysis of variance). Thus, for the AGMIS,
we will probably use this measure to automatically select the most appropriate
tags for each artist.

2.4 Co-Occurrence Browser
To easily access the top-ranked web pages of any artist, we designed a user inter-
face, which we call the Co-Occurrence Browser (COB). Based on the dictionary
used for automatic tagging, the COB groups the web pages of the artist un-
der consideration w.r.t. the document frequencies of co-occurring terms. These
groups are then visualized using the approach presented in [12]. Thus, the COB
allows for browsing the artist’s web pages by means of descriptive terms. Fur-
thermore, the multimedia content present on the web pages is extracted and
made available via the user interface.

2.5 Album Cover Retrieval
Preliminary attempts to automatically retrieve album cover artwork were made
in [8]. We refined the methods presented in this paper and conducted experiments
with content-based as well as context-based methods for detecting images of
album covers. We found that using the text distance between album names
and img-tags in the HTML file at character level gives a quite good indication
whether an image is an album cover or not. The results could further be improved
by rejecting images that have non-quadratic dimensions or appear to show a
scanned disc (which happens quite often). On a challenging collection of about
3, 000 albums, we estimated a precision of approximately 60%.

3 Building the AGMIS

Currently, our work is focusing on the large-scale retrieval of artist-related in-
formation and on building a prototypical implementation of the AGMIS user
interface. As for retrieval, the search engine exalead was used to obtain a list
of more than 26, 000, 000 URLs (for a total of 600, 000 artists from 18 genres).
We are fetching these URLs using a self-made, thread-based Java program that
offers load balancing between the destination hosts. A file index of the retrieved



web documents will be build subsequently.
As for the user interface, Figure 1 shows a sample web page created by a pro-
totypical implementation of AGMIS (based on Java Servlet and Applet tech-
nologies). This prototype incorporates the information whose extraction and
presentation was described in Section 2. On the left-hand side, textual informa-
tion about the artist Hammerfall is offered to the user, whereas on the right,
the user interface of the COB is embedded as a Java Applet. The page is fur-
ther enriched by displaying images of album covers in its lower part (which are
omitted in the screenshot due to copyright reasons).

4 Conclusions and Future Work

We presented a set of methods that address current problems in the field of web-
based music information retrieval and showed how we will apply them to create
an automatically generated music information system, which we call AGMIS.
Future work will mainly focus on evaluating the presented approaches on the
large corpus which we are currently building. After having fetched them, we will
look into efficient methods for high-speed indexing of the retrieved web pages
and for organizing and storing the information extracted from the index via the
approaches presented in Section 2. Finally, the user interface for accessing the
music information will probably need some updates.
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Fig. 1. Screenshot of a prototypical implementation of AGMIS.
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