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ABSTRACT

Similar to the submissions of the previous years our sub-
missions are based on the so-called block-level features
(BLF). The main change in our 2014 submission was the
modification of the feature extraction steps for the Loga-
rithmic Fluctuation Pattern. Beside this modification the
structure of all three algorithms did not changed. This ab-
stract gives an overview on the feature set and presents
some specific details of the submitted algorithms.

1. INTRODUCTION

In our system the same set of features is extracted for all
three tasks. The feature extraction is implemented in MAT-
LAB. All submitted algorithms also contain a classification
part, which is based on the WEKA machine learning tool-
box [2]. In the following subsection we first discuss the
audio features set used in our submissions. Then in the
subsequent sections we discuss the most important algo-
rithmic details of our submissions and point out the differ-
ences to the last year’s submission.

2. AUDIO FEATURES

In all our submissions we extract the same set of block-
level features (BLF), as we did in our last year’s submis-
sion. Altogether, the extracted feature set consists of the
following BLF:

e Spectral Pattern (SP)

e Delta Spectral Pattern (DSP)

e Variance Delta Spectral Pattern (VDSP)
e [ogarithmic Fluctuation Pattern (LFP)
e Correlation Pattern (CP)

e Spectral Contrast Pattern (SCP)

e [ocal Single Gaussian Model (LSG)

e George Tzanetakis Model (GT)

This document is licensed under the Creative Commons
Attribution-Noncommercial-Share Alike 3.0 License.
http://creativecommons.org/licenses/by-nc-sa/3.0/

(© 2010 The Authors.

For a detailed description of these features and their ex-
traction process we refer to [7,9, 10]. Here we only report
on this year’s optimization of the LFP feature extraction
steps. In a series of genre classification experiments we
have re-evaluated the individual feature extraction steps of
the LFP. The findings of these experiments were that fluc-
tuation strength weighting [5] step and the blurring step [5]
do have a minor negative influence on the classification ac-
curacy. This can be explained by the fact that the FP were
initially designed as a feature for music similarity estima-
tion. In this context smoothing the extracted patterns is an
important step to increase the similarity of patterns that ex-
hibit similar structure, but at slightly different periodicities.
In the context of classification this smoothing step could
potentially also blur out discriminant information. While
these experiments indicated that we have achieved an im-
provement in classification accuracy, further experiments
based on the combination of all extracted features did only
reveal a marginal improvement. This findings were also
confirmed by the MIREX 2014 evaluation results. Both
algorithms returned almost identical results except for one
strange outlier result - K-POP Genre Classification (Anno-
tated by American Annotators) - Fold 3.

3. GENRE CLASSIFICATION

The genre classification approach itself is rather straight
forward. The presented block-level features are combined
into a single feature vector that forms the input to the clas-
sification stage. To train and predict genre labels the WEKA
support vector machine implementation (SMO) is used.
Compare to our last year’s submission, the genre classi-
fication part has not changed at all.

4. AUTOMATIC TAG PREDICTION

In general tag prediction can be viewed as a simple ex-
tension of the genre classification approach from single to
multi-label classification. In tag classification there is, in-
stead of a single classifier like in genre classification, one
classifier per tag. A random forest classifier is trained on
the full high dimensional feature set and under-sampling
is used to balance positive and negative training samples.
The tag affinity estimates are then binarized based on a dy-
namic thresholding approach similar to [4].



5. MUSIC SIMILARITY ESTIMATION

Our music similarity estimation approach is based on two
distinct components: Block-Level Feature Similarity and
Tag Affinity Based Similarity. The following two subsec-
tions present the algorithmic details of these two compo-
nents. Both components are basically identical to our last
year’s submission. However, any improvements on the tag
prediction part should — according to our assumptions [8]
— indirectly help to further improve our similarity algo-
rithm.

5.1 Block-Level Feature Similarity

To directly estimate music similarity based on the presented
block-level features we follow the approach presented in
[9]. First, pairwise song similarities are estimated by com-
puting the Manhattan distance for each of the presented
block-level features separately (expect for the LSG pattern
which is not used in this task). Then in a second step the
individual distance matrices resulting from the individual
patterns are combined into a single distance matrix. This
is realized by by first normalizing the individual distance
matrices using a distance space normalization approach
(DSN) [6, 9] and then combining the individual matrices
by summing up the corresponding pairwise distances over
all matrices. The weights for the contribution of the indi-
vidual patterns to the overall similarity are the same as last
year.

5.2 Tag Affinity Based Similarity

For the tag affinity based music similarity as proposed in
[1,11] we use a set of about 1500 classifiers pretrained on 4
different tag collections yielding a probabilistic tag affinity
vector per song. The training data contained the Magnata-
gatune [3] dataset and three additional datasets. Then for
each dataset separately a similarity estimate is derived us-
ing the Manhattan distance between the auto-tag vectors of
each pair of songs. The similarity estimates resulting from
each dataset are then once more combined using the DSN
approach.

Finally, to generate the overall similarity matrix the ma-
trices of both components (Block-Level Similarity and Tag
Affinity Based Similarity) are simply added to combine
them.
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