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ABSTRACT

We aim at improving a text-based music search engine by

applying different techniques to exclude misleading infor-

mation from the indexing process. The idea of the original

approach is to index music pieces by “contextual” informa-

tion, more precisely, by all texts to be found on Web pages

retrieved via a common Web search engine. This represen-

tation allows for issuing arbitrary textual queries to retrieve

relevant music pieces. The goal of this work is to improve

precision of the retrieved set of music pieces by filtering

out Web pages that lead to irrelevant tracks. To this end we

present two unsupervised and two supervised filtering ap-

proaches. Evaluation is carried out on two collections pre-

viously used in the literature. The obtained results suggest

that the proposed filtering techniques can improve results

significantly but are only effective when applied to large

and diverse music collections with millions of Web pages

associated.

1. MOTIVATION AND CONTEXT

Searching for music by issuing “semantic” and descriptive

queries has become a hot research topic recently [2, 4, 8,

11–13, 15]. While typical query-by-example systems re-

quire the user to have a specific piece of music at hand (or

at least in mind) when searching for other music, query-

by-description systems allow for typing in a short charac-

terisation or a related term to find desired music. More-

over, it is generally desirable to build systems that are ca-

pable of linking music to meaningful textual descriptions

(i.e., bridging what is often misleadingly called “seman-

tic gap” [17]). For instance, this capability can be used to

recommend music based on other textually represented in-

formation, e.g., by analysing the user’s currently viewed

Web page [7].

For the dedicated task of building a music search en-

gine, several approaches have been presented. In [4], Bau-

mann et al. describe a system incorporating various kinds

of meta-data, lyrics, and acoustic properties. To analyse
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queries, natural language processing methods and knowl-

edge from a semantic ontology are applied to map the query

tokens to the corresponding concepts. In [8], Celma et al.

propose usage of a Web crawler focused on audio blogs to

obtain textual descriptions for music. Blog entries are ex-

tracted and the associated music pieces are indexed based

on this information. From a text-based retrieval result,

also acoustically similar songs can be discovered. Yang

et al. [18] index a music collection using lyrics and apply a

combination of text and audio descriptors to cluster results.

In [15,16], Turnbull et al. present a method for semantic

retrieval. Based on the CAL500 data set – a collection of

500 songs manually labelled with descriptions represent-

ing music-relevant properties – models of these properties

are learned from audio features. The system can then be

used to retrieve relevant songs based on queries consist-

ing of the words used for annotation. In [2], this approach

is extended by incorporating multiple sources of features

(i.e., acoustic features related to timbre and harmony, so-

cial tags, and Web documents). These largely complemen-

tary sources are combined to improve prediction accuracy.

In [13], we propose an unsupervised strategy for music

retrieval that is capable of dealing with a large and arbitrary

vocabulary. Contrary to learning a pre-defined set of labels

(cf. [2,15]), music pieces are represented in a vector space

constructed from related Web documents. An improved

version of this approach is presented in [11]. Instead of

aggregating Web pages to construct term vectors, the re-

trieved Web documents are stored in an index. A given

query is processed by passing the query to this index and

applying a technique called rank-based relevance scoring

to the resulting document ranking. This scoring is based on

the associations between music tracks and Web documents

(as we further extend this approach in this paper, a more

detailed description can be found in Section 2). In [12],

we propose unsupervised methods to improve search re-

sults by integrating audio similarity. Results show that the

combinations can raise performance slightly but mainly in-

troduce noise.

With this work, we aim at enhancing the approach from

[11] by constructing filters that remove misleading infor-

mation from the Web document index and raise precision

of the retrieved music piece rankings (cf. [3]). Two of

these filters are built in an unsupervised manner, whereas

the other two make use of external annotations for learning

to distinguish between informative and noisy content.
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2. WEB-BASED MUSIC INDEXING

In the approach from [11, 12], music is indexed by using

“contextual” meta-information about the pieces under con-

sideration. This context-data is assumed to be found on

related Web pages retrieved via Google by issuing three

queries for each music piece m. Constructed from the

meta-information categories artist name, album name, and

track title, these queries are “artist” music, “artist” “al-

bum” music review -lyrics, and “artist” “title” music re-

view -lyrics. For each of these queries, the top-100 Web

pages are retrieved and joined into Dm, the set of pages

associated with m. All retrieved documents are also stored

in an index I . Relevance of a music piece m wrt. a given

query q is assessed by querying I with q and applying

rank-based relevance scoring (RRS) to the n most relevant

Web documents in I (Equation 1).

RRSn(m, q) =
∑

p∈Dm∩Dq,n

1 + |Dq,n| − rnk(p,Dq,n) (1)

In this equation, n denotes the maximum number of top-

ranked documents when querying I , Dq,n the ordered set

(i.e., the ranking) of the n most relevant Web documents

in I with respect to query q, and rnk(p,Dq,n) the rank of

document p in Dq,n. For retrieval, the final ranking of mu-

sic tracks is obtained by sorting the music pieces according

to their RRS value.

In the published evaluations [11, 12], precision hardly

ever exceeds 30% using this scoring approach, i.e., rank-

ings usually contain three times more irrelevant music piec-

es than relevant. Based on this, also subsequent steps such

as combination with audio similarity may suffer from er-

roneous input. Clearly, the reason for the high number of

irrelevant pieces has to be searched for in the underlying

Web pages. For indexing, all pages returned by Google

are considered relevant, irrespective of whether they actu-

ally contain information about or descriptions of the cor-

responding music piece or artist. Furthermore, the page

indexer does not distinguish between text that occurs in

the “main part” of the Web page and text that is used for

navigation or links to stories about other, completely un-

related artists. Thus, to improve precision of the retrieved

set of music pieces, in the next section, we propose four

different filtering approaches to remove noisy information

and documents.

3. DOCUMENT FILTERING TECHNIQUES

This section describes the proposed filtering methods to

exclude noisy information from the indexing process. We

explore two types: Unsupervised and supervised filters.

3.1 Unsupervised Filtering

The characteristic of these filters is that they aim at iden-

tifying misleading texts without information from external

sources. Hence, they can be applied to the index directly

after building it. The first filter does not remove full doc-

uments from the index, but tries to identify those portions

within the indexed text that do not contain specific infor-

mation. The second approach identifies and removes com-

plete documents.

3.1.1 Alignment-Based Noise Removal

As mentioned earlier, most indexed Web pages do not only

contain relevant and interesting information (if any at all).

Almost every page contains a site-specific header, naviga-

tion bar, links to related pages, and copyright disclaimers,

frequently automatically generated by a content manage-

ment system, cf. [9, 19]. Especially on music pages, these

segments often feature lists of other music artists, genres,

or tag clouds to facilitate browsing. This surrounding in-

formation is usually not relevant to the associated music

piece and should thus be ignored.

Removal of this kind of text is the aim of this filter.

Since large parts of the surrounding text remain the same

for most pages within a Web domain, we can identify re-

dundant segments by comparing several texts from the same

domain. Coherent parts are most likely to be non-specific

for a given music piece and can therefore be removed.

To this end, we adopt the multiple lyrics alignment tech-

nique originally used to extract lyrics from multiple Web

sources by matching coherent parts and preserving over-

lapping segments [14]. In the current filtering scenario, the

overlapping segments are going to be removed.

To apply the filter, we collect all documents belonging

to the same domain. Since for many blogs, the domain

alone does not indicate similarly structured pages – differ-

ent blogs are typically accessible via separate subdomains

(e.g., for blogspot.com) – we keep the subdomain if the

host section of the URL contains the word “blog”. For do-

mains that occur only up to five times in the page index,

no filtering is performed. For all other domains up to eight

documents are chosen randomly and used for alignment.

From the alignment, we choose all aligned tokens occur-

ring in at least 60% of the aligned texts and finally select

all text sequences consisting of at least 2 tokens. The re-

sulting sequences are then removed in all Web pages orig-

inating from the domain.

3.1.2 Too-Many-Artists Filtering

With this filter, the goal is to detect pages that do not deal

with only one type of music, i.e., pages that provide an

ambiguous content and are therefore a potential source of

error. Some of these pages can be identified easily, since

they contain references to many artists. Hence, we query

the page index with all artist names from the music collec-

tion and count the occurrences of each page in the result

sets. Constructing the filter simply consists in selecting a

threshold for the maximum number of allowed artists per

page. By systematically experimenting with this thresh-

old, we yielded most promising results when removing all

pages containing more than 15 distinct artists. Throughout

the rest of this paper, too-many-artists filtering refers to the

removal of pages containing more than 15 artists.
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3.2 Supervised Filtering

As already mentioned in [12], automatic optimisation of

the (unsupervised) Web-based indexing approach is diffi-

cult, since for arbitrary queries, there is no learning tar-

get known in advance (in contrast, for instance, to the ap-

proaches presented in [2, 15], where the set of possible

queries is limited). However, in terms of identifying sources

of noise, automatic optimisation approaches are somewhat

more promising, provided that a set of potential queries

with corresponding relevance judgements is available. The

idea is that by observing performance on a given set of

queries, it should be possible to learn to identify and ex-

clude misleading Web pages and therefore yield better re-

sults also on other, previously unseen queries. This is based

on the assumption that documents responsible for introduc-

ing noise to a music piece ranking contain erroneous (at

least ambiguous) information and are likely to introduce

noise to other queries too.

3.2.1 Query-Based Page Blacklisting

Following the general idea outlined in Section 3.2, we con-

struct a simple filter that blacklists (i.e., excludes) Web

pages contributing more negatively than positively to query

results. Hence, based on RRS we calculate a simple score

to rate a page p:

Sn(p) =
∑

q∈Q

(
∑

m∈Mp∩Tq

RRSn(m, q)−
∑

m∈Mp∩Tq

RRSn(m, q)

)

(2)

where Q denotes the set of all available queries/annota-

tions, Mp the set of all music pieces associated with page

p, Tq the set of all pieces annotated with q (i.e., relevant

to query q), and Tq its complement (i.e., all music pieces

not relevant to q). Informally speaking, over all queries,

we subtract the sum of RRS scores contributed to nega-

tive examples from the sum of RRS scores contributed to

positive examples. We then remove all Web documents p

with Sn(p) < 0, i.e., all documents that contributed more

negatively than positively over the course of all queries.

3.2.2 Query-Trained Page Classification

While the query-based page blacklisting filter represents

(if any) just the “laziest” form of machine learning (i.e.,

merely recognising instances without any kind of general-

isation), this filter aims at learning to automatically clas-

sify Web pages as either “positive” (keep) or “negative”

(remove). Hence, it should be better suited to deal with

new queries that provoke previously unseen (and thus un-

rated) Web pages. To get positive and negative examples as

training instances for the classifier, only pages that have ei-

ther contributed exclusively positively or exclusively neg-

atively are considered. Positive examples are defined as

{p | p ∈ Dq,n,∀q ∈ Q : Mp ∩ Tq = ∅} and negative

as {p | p ∈ Dq,n,∀q ∈ Q : Mp ∩ Tq = ∅} (cf. Eq. 2).

As a further requirement, only pages that appear in at least

two query result sets are considered. As feature represen-

tation for Web pages, we incorporate characteristic values

such as the length of the page’s (unparsed) HTML content,

the length of the parsed content, the number of different

terms occurring on the page, the number of associated mu-

sic pieces (i.e., |Mp|), the number of contained artist names

(cf. 3.1.2), as well as ratios between these numbers. Fur-

thermore, we utilise title and URL of the pages as very

short textual representations that are converted into a term

vector space (using the functions provided by WEKA [10])

and added as numerical features.

For classification, we decided to use the Random For-

est Classifier [5] from the WEKA package (with 10 trees).

Since there are usually significantly more negative than

positive examples, we also apply a cost-sensitive meta-

classifier to raise importance of positive instances (mis-

classification of positive instances is penalised by the ratio

of negative to positive examples).

4. EVALUATION

For evaluation of the different filtering approaches, we use

both test collections from [12]. The first collection, called

c35k, is a large real-world collection and contains 35,000

mostly popular pieces. For evaluation purposes, a bench-

marking set consisting of 200 queries and relevance judge-

ments has been created from Last.fm tags 1 . The second

collection is the CAL500 set, a collection of 500 songs

manually labelled with words representing various music-

relevant properties [15]. For comparison, we adopted the

139 category subset used in [12]. To test effectiveness of

the retrieval approaches, annotations are used as queries to

the system. They also serve as relevance indicator, i.e., a

track is considered to be relevant for query q if it has been

tagged with tag q. For evaluation of the supervised filtering

approaches, a 10-fold cross validation is performed on the

test collections, i.e., in each fold, 90% of the queries are

used to train the filters which are then applied and evalu-

ated on the remaining 10%.

To measure the quality of the obtained rankings, stan-

dard evaluation measures for retrieval systems are calcu-

lated, cf. [1]. Additionally to the “global” measures preci-

sion and recall, ranking measures like precision@10 doc-

uments, r-precision (i.e., precision at the rth returned doc-

ument, where r is the number of tracks relevant to the

query), and (mean) average precision (MAP, i.e., the arith-

metic mean of precision values at all encountered relevant

documents) are used for evaluation. To further compare

different retrieval strategies, we calculate precision at 11

standard recall levels. For each query, precision P (rj) at

the 11 standard recall levels rj , j ∈ {0.0, 0.1, 0.2, ..., 1.0}
is interpolated according to P (rj) = maxrj≤r≤rj+1

P (r).
This allows averaging over all queries and results in char-

acteristic curves for each retrieval algorithm, enabling com-

parison of distinct settings. To obtain a single value for

comparison of these curves, we calculate the area under the

curve (prec@11std.recall - AUC). For presentation of the

c35k collection, we decided to use tables instead of graphs

to show more detailed results (including significance tests).

1 http://www.last.fm

545

11th International Society for Music Information Retrieval Conference (ISMIR 2010)



Recall Precision

UNF ANR 2MA A+2 QPB QPC UNF ANR 2MA A+2 QPB QPC

n = 10 2.18 2.01 2.07 1.95 2.01 2.69 30.15 31.89 35.72 30.71 34.32 36.98

n = 20 3.74 3.95 3.93 3.66 3.89 4.93 29.02 31.30 32.86 30.91 33.91 37.11

n = 50 7.17 7.48 7.87 7.34 8.15 9.15 27.61 29.50 31.13 28.56 32.50 34.79

n = 100 12.72 12.09 12.58 11.92 12.80 14.26 25.99 27.64 29.05 27.25 31.75 32.42

n = 200 18.67 18.22 18.13 17.95 19.08 20.73 23.77 25.77 26.21 25.26 28.60 28.74

n = 500 29.31 29.60 29.84 28.16 29.96 32.00 20.12 21.69 21.71 21.00 24.76 23.19

n = 1, 000 40.38 40.31 40.11 36.41 40.43 41.52 16.88 17.86 18.19 18.00 20.75 18.92

n = 10, 000 80.50 79.56 76.80 57.55 73.50 73.32 7.29 7.42 7.87 11.90 9.63 8.62

Prec@10 r-Precision

UNF ANR 2MA A+2 QPB QPC UNF ANR 2MA A+2 QPB QPC

n = 10 31.19 34.94 37.76 32.74 36.45 37.32 2.16 1.99 2.05 1.79 2.01 2.68

n = 20 32.40 34.96 37.05 31.93 36.75 37.89 3.63 3.68 3.67 3.39 3.69 4.57

n = 50 38.45 36.20 41.70 36.52 40.25 43.90 6.52 6.85 7.08 6.29 7.30 8.38

n = 100 44.10 39.05 46.65 40.52 43.40 48.40 10.24 10.41 10.78 10.27 11.52 12.48

n = 200 47.75 42.15 48.90 43.82 46.95 49.60 14.22 14.54 14.68 14.27 16.03 16.83

n = 500 50.30 45.95 51.20 47.32 49.75 52.45 19.84 21.01 20.35 19.85 22.54 23.52

n = 1, 000 52.55 48.75 52.85 48.47 53.15 54.20 24.22 25.43 25.00 23.66 27.48 27.85

n = 10, 000 57.45 57.20 56.70 50.12 62.35 58.00 35.20 35.77 35.03 28.28 35.69 34.70

Avg. Prec (MAP) Prec@11Std.Recall - AUC

UNF ANR 2MA A+2 QPB QPC UNF ANR 2MA A+2 QPB QPC

n = 10 1.19 1.32 1.38 1.12 1.39 1.83 3.05 3.15 3.34 2.95 3.23 3.61

n = 20 1.84 2.14 2.24 1.86 2.26 2.95 3.64 3.98 4.07 3.74 4.06 4.78

n = 50 3.24 3.79 4.06 3.58 4.49 5.22 4.99 5.63 5.86 5.44 6.39 6.67

n = 100 5.54 5.93 6.29 5.67 7.00 7.64 7.11 7.56 7.91 7.34 8.51 9.14

n = 200 8.23 8.61 8.78 8.26 10.24 10.65 9.62 10.12 10.19 9.75 11.72 12.20

n = 500 12.39 13.30 13.19 12.38 15.06 15.93 13.76 14.69 14.57 13.89 16.45 17.43

n = 1, 000 16.10 17.37 17.01 15.45 19.41 19.84 17.22 18.84 18.36 16.82 20.82 21.03

n = 10, 000 29.98 30.60 29.80 21.86 30.92 29.22 31.25 31.84 31.07 23.07 32.05 30.39

Table 1. Comparison of unfiltered RRS (UNF) vs. Alignment-Based Noise Removal (ANR), Too-Many-Artists Filtering

(2MA), ANR+2MA (A+2), Query-Based Page Blacklisting (QPB), and Query-Trained Page Classification (QPCn=200)

for the c35k collection and different values of n, i.e., the maximum number of retrieved Websites incorporated in RRS.

QPB and QPC are performed upon ANR. Values (given in %) are obtained by averaging over 200 evaluation queries (for

supervised approaches via 10-fold Cross Validation). Entries in bold face indicate that there is no significant difference

between this entry and the best performing, i.e. bold entries indicate the “best group” (Friedman test, α = 0.01). Note that

due to the rank-based nature of the non-parametric Friedman test, results may belong to the best group even with lower

average values than significantly worse results.

Table 1 shows evaluation results on the c35k collection

for different values of n (number of top ranked Web docu-

ments when querying the page index). For the alignment-

based noise removal (ANR), we observe slight improve-

ments for the averaged results especially for precision, r-

precision, average precision and the area under the stan-

dardized precision-recall curve. However, in the Friedman

test these results are not significant. For recall and preci-

sion@10 we can see a significant drop in performance.

The too-many-artists filter (2MA) outperforms the un-

filtered RRS significantly in terms of precision and aver-

age precision for smaller values of n. A decrease is most

clearly visible for recall. In addition, we evaluated also the

combination of both unsupervised filters (A+2). In most

cases, this combination worsens results significantly which

is rather surprising, considering that these filters target dif-

ferent levels of noise removal. However, it seems that too

much information is excluded when using both.

Except for recall, both supervised approaches are con-

stantly in the best performing group, superiority is clearly

visible for precision. For the query-trained page classifica-

tion filter (QPC), it has to be mentioned that for values of

n > 500 the number of training instances gets very high,

slowing down the evaluation progress. For this reason, we

decided to use the QPC filter with the n = 200 setting also

for experiments with n 6= 200. This explains also the slight

drop for n ≥ 1, 000. Still, results are more than acceptable

for QPC.

546

11th International Society for Music Information Retrieval Conference (ISMIR 2010)



Recall Precision

UNF ANR 2MA A+2 QPB QPC UNF ANR 2MA A+2 QPB QPC

n = 10 5.96 6.10 5.85 6.00 6.10 6.69 25.77 27.17 25.72 26.99 27.22 28.35

n = 20 10.19 9.68 9.46 9.49 9.83 10.69 24.87 25.39 24.69 25.44 25.07 25.73

n = 50 17.99 18.09 17.20 17.61 18.23 17.89 22.84 23.14 22.44 22.94 23.22 22.68

n = 100 26.80 26.34 25.48 25.90 27.11 24.34 21.02 21.05 20.80 21.10 21.69 20.16

n = 200 38.63 38.62 37.24 37.21 37.95 31.75 19.15 19.30 19.11 19.25 19.67 18.54

n = 500 56.31 55.65 54.26 53.31 51.21 38.09 16.86 16.95 16.92 17.05 17.74 17.24

n = 1, 000 66.91 66.48 63.78 62.69 53.10 40.10 15.54 15.81 15.74 16.01 17.36 16.74

n = 10, 000 73.27 72.93 69.06 68.02 37.98 40.76 14.56 14.84 14.82 15.17 20.75 16.56

Table 2. Comparison of unfiltered RRS vs. the filter approaches for the CAL500 set averaged over 139 queries (cf. Table 1).

Note that in contrast to Table 1, in this table, bold and italic appearing entries indicate a significant difference to the group

of best approaches, i.e., worse results are marked. For all experiments with QPC, the setting QPCn=50 is used.

10 20 50 100 200 500 1,000 10,000
0

5

10

15

20

25

30

35

n

 

 
P@10 UNF

P@10 ANR

P@10 2MA

P@10 A+2

P@10 QPB

P@10 QPC

MAP UNF

MAP ANR

MAP 2MA

MAP A+2

MAP QPB

MAP QPC

Figure 1. Precision@10 (upper curves) and Avg. Prec

(MAP) (lower curves) for the CAL500 set and different

values of n (cf. Table 2).

For the CAL500 set, results are very disappointing (Ta-

ble 2). No proposed filter can significantly improve results

(except for precision of the supervised filters with high val-

ues of n, which go along with a dramatic loss in recall due

to a very high number of excluded pages). The reasons are

not directly comprehensible. One possibility could be that

in the case of the c35k set with associated Last.fm tags, the

approaches benefit from the inherent redundancies in the

tags/queries (e.g., metal vs. black metal vs. death metal).

In the case of the CAL500 set, queries exhibit no redun-

dancy, as the set is constructed to describe different di-

mensions of music. However, this would only affect the

supervised filters.

Another explanation could be that the CAL500 page in-

dex contains considerably less pages than the c35k index

(approx. 80,000 vs. approx. 2 million pages). First, and

also in the light that the CAL500 set has been carefully de-

signed, it seems possible that the index does not contain

so much noise. Hence, the proposed noise removal strate-

gies don’t work here. Second, since the index is rather

small, removal of a relatively high number of pages has a

higher impact on the overall performance. This becomes

especially apparent when examining the results of the su-

pervised approaches for high n. Apart from the results,

it should be noted that the CAL500 set is without doubt

very valuable for research (high quality annotations, freely

available, etc.) but at the same time, it is a highly artificial

corpus which can not be considered a “real-world” collec-

tion. Hence, some “real-world” problems maybe can not

be tested with such a small set.

5. CONCLUSIONS AND FUTURE WORK

We have demonstrated the usefulness of two unsupervised

and two supervised filtering approaches for Web-based in-

dexing of music collections. Evaluation showed inconsis-

tent results for two collections with very different charac-

teristics and suggests that the proposed filtering techniques

can improve results significantly when applied to large and

diverse music collections with millions of Web pages as-

sociated.

Regarding the proposed filtering techniques, more or

less all of them proved to be useful and could improve not

only the overall precision but also the ranking of music

pieces. By introducing supervised optimisation into this

originally unsupervised technique, there is still more po-

tential to tweak performance. For instance, we are con-

vinced that a more carefully selected feature set can easily

improve results of page classification further. Using anno-

tated sets for learning, also proper combination with audio

similarity, e.g., to raise recall, could be possible.

Instead of finding redundant portions in Web pages from

the same domain by aligning and matching their content,

techniques like vision page segmentation [6] could help in

identifying the relevant parts of a Web page. By extract-

ing smaller segments from Web pages, the principle of the

RRS weighting could be transferred to “blocks” and scor-

ing could be designed more specifically.

Another aspect not directly related to filtering pages be-

came apparent during experiments with the Too-many-ar-

tists filter. When querying the page index with the names
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of the contained artists, artists with common speech names

can be easily identified. As each artist only has a limited

number of associated pages in the index, true occurrences

are somehow normalised. For artists that occur much more

often than expected (outlier), it can be assumed that they

have common speech names. This finding could be inter-

esting for related tasks in future work.
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