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ABSTRACT
We present a novel, innovative user interface to music repos-
itories. Given an arbitrary collection of digital music files,
our system creates a virtual landscape which allows the user
to freely navigate in this collection. This is accomplished
by automatically extracting features from the audio signal
and training a Self-Organizing Map (SOM) on them to form
clusters of similar sounding pieces of music. Subsequently,
a Smoothed Data Histogram (SDH) is calculated on the
SOM and interpreted as a three-dimensional height profile.
This height profile is visualized as a three-dimensional is-
land landscape containing the pieces of music. While moving
through the terrain, the closest sounds with respect to the
listener’s current position can be heard. This is realized by
anisotropic auralization using a 5.1 surround sound model.
Additionally, we incorporate knowledge extracted automat-
ically from the web to enrich the landscape with semantic
information. More precisely, we display words and related
images that describe the heard music on the landscape to
support the exploration.

Categories and Subject Descriptors: H.5.1 Informa-
tion Interfaces and Presentation: Multimedia Information
Systems

General Terms: Algorithms

Keywords: Music Similarity, User Interface, Clustering,
Visualization, Web Mining, Music Information Retrieval

1. INTRODUCTION
The ubiquity of digital music is definitely a characteris-

tic of our time. Everyday life is shaped by people wearing
earphones and listening to their personal music collection
in virtually any situation. Indeed, it can be claimed that
recent technical advancements and the associated enormous
success of portable mp3 players, especially Apple’s iPod,
have formed the Zeitgeist immensely. Even if these develop-
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Figure 1: An island landscape created from a mu-
sic collection. Exploration of the collection is en-
abled by freely navigating through the landscape
and hearing the music typical for the region around
the listener’s current position.

ments have changed the way we access music, organization
of music has basically remained unmodified. However, from
the constantly growing field of Music Information Retrieval
many interesting techniques to advance the accessibility of
music (not only on portable devices) have emerged over the
last few years.

With our application, we provide new views on the con-
tents of digital music collections, beyond the uninspiring but
regrettably frequently used structuring scheme artist – al-
bum – track. Our interface offers an original opportunity to
playfully explore and interact with music by creating an im-
mersive virtual reality that is founded in the sounds of one’s
digital audio collection. Using intelligent audio analysis, the
pieces of music are clustered according to sound similarity.
Based on this clustering, we create a three-dimensional is-
land landscape that contains the pieces. Hence, in the re-
sulting landscape, similar sounding pieces are grouped to-
gether. The more similar pieces the user owns, the higher is
the terrain in the corresponding region. The user can move
through the virtual landscape and experience his/her collec-



tion. This visual approach essentially follows the Islands of
Music metaphor from [16]. Each music collection creates a
characteristic and unique landscape. Additionally to seeing
the music pieces in the landscape, the pieces closest to the
listener’s current position are played. Thus, the user gets an
auditory impression of the musical style in the surrounding
region. To accomplish the spatialized audio playback, we
rely on a 5.1 surround sound system.

Furthermore, the system incorporates web-retrieval tech-
niques to enrich the landscape with semantic and visual in-
formation. Instead of displaying song title and performing
artist on the landscape, the user can also choose to dis-
play words that describe the heard music or images that
are related to this content. Thus, besides the intelligent
and content-based organization of music, the system also
accounts for the cultural aspects of music by including ad-
ditional information extracted from the web.

The remainder of this paper is organized as follows. In
the next section, we will give a brief overview of existing
alternative interfaces to music archives and preceding work.
In Sections 3 and 4, we describe the technical fundamen-
tals and the realization of the application. In Section 5,
we report on a small user study we conducted. Finally, we
review our interface and propose future enhancements that
will further increase the project’s practical applicability.

2. RELATED WORK
It is one of the manifold goals of Music Information Re-

trieval to provide new and intuitive ways to access music
(e.g. to efficiently find music in online stores) and to auto-
matically support the user in organizing his/her music col-
lection. To this end, several techniques have been proposed.
Although there exist many interesting approaches that are
based on manually assigned meta-data (e.g. [21] or Music-
lens1), we will solely concentrate on systems which rely on
audio-based similarity calculations between music pieces. In
general, such systems use the similarity information to au-
tomatically structure a music repository and aid the user in
his/her exploration.

A very remarkable interface to discover new pieces and
easily generate playlists is presented in [5]. From streams
of music pieces (represented as discs) the user can simply
pick out a piece to listen to or “collect” similar pieces by
dragging a seed song into one of the streams. The different
streams describe different moods. The number of released
discs can be regulated for each mood separately by “tabs”.
Furthermore, the system invites users to experiment with
playlists as all modifications can be undone easily by a so
called time-machine function. Also combining playlists is
facilitated through the intuitive drag-and-drop interface.

Other interfaces focus more on structuring and facilitat-
ing the access to existing collections instead of recommend-
ing new songs. Since in most cases, musical similarity is
derived from a high-dimensional feature space, it is neces-
sary to project the data into a lower-dimensional (latent)
space in order to make it understandable to humans – a
technique also commonly used in classical Information Re-
trieval [25]. For music, a frequently used approach is to
apply Self-Organizing Maps (SOM) to arrange the collec-
tion on a 2-dimensional map that is intuitively readable by
the user. We will explain the functionality of SOMs in Sec-

1http://www.musiclens.de

tion 3.2. The first and most important approach that incor-
porated SOMs to structure music collections is Pampalk’s
Islands of Music interface [13, 16]. For the Islands of Mu-
sic, a SOM is calculated on Fluctuation Pattern features
(cf. Section 3.1.1). It visualizes the calculated SOM by
applying a technique called Smoothed Data Histogram (cf.
Section 3.3). Finally, a color model inspired by geographical
maps is applied. Thus, on the resulting map, blue regions
(oceans) indicate areas onto which very few pieces of music
are mapped, whereas clusters containing a larger quantity of
pieces are colored in brown and white (mountains and snow).
In addition to this approach, several extensions have been
proposed, e.g. the usage of Aligned SOMs [14] to enable a
seamless shift of focus between different aspects of similarity.
Furthermore, in [19] the interface has been extended by a
hierarchical component to cope with very large music collec-
tions. In [12], SOMs are utilized for browsing in collections
and intuitive playlist generation on portable devices. Other
published approaches use SOM derivatives [11], similar tech-
niques like FastMap [4], or graph-drawing algorithms to vi-
sualize the similarity of artists on portable devices [23]. The
interface presented in [20] can utilize different approaches
to map creation (including manual construction) and puts
a focus on social interaction at playlist creation.

Another approach to assisting the user in browsing a mu-
sic collection is spatialized music playback. In [22], an au-
dio editor and browser is presented which makes use of the
Princeton Scalable Display Wall with a 16-speaker surround
system. In the so called SoundSpace browser, audio thumb-
nails of pieces close to the actual track are played simultane-
ously. In [3], sounds are represented as visual and sounding
objects with specific properties. On a grid, the user can
define a position from which all sounds that fall into a sur-
rounding region (“aura”) are played spatialized according to
the position on the grid. [9] also deals with spatialized audio
playback for usage in alternative music interfaces.

With our work, we primarily follow Pampalk’s Islands of
Music approach and (literally) raise it to the next dimen-
sion. Instead of just presenting a map, we generate a virtual
landscape which encourages the user to freely navigate and
explore the underlying music collection (cf. Figure 2). We
also include spatialized audio playback. Hence, while mov-
ing through the landscape, the user hears audio thumbnails
of close songs. Furthermore, we incorporate procedures from
web-retrieval in conjunction with a SOM-labeling strategy
to display words that describe the styles of music or images
that are related to these styles in the different regions on
the landscape.

3. TECHNICAL FUNDAMENTALS
In this section, we briefly introduce the underlying tech-

niques of our interface. First, we describe the methods
to compute similarities based on features extracted from
the audio files. Second, we explain the functionality of
the Self-Organizing Map which we use to cluster the high-
dimensional data on a 2-dimensional map. Third, we re-
view the smoothed data histogram approach, used to create
a smooth terrain from a trained SOM. The last section con-
cerns on the incorporated SOM-labeling strategy to display
words from the web that describe the heard music. Since in-
corporation of related images is a straightforward extension
of the presented procedures, details on this are given later
in Section 4.3.4.



Figure 2: Screenshot of the user interface. The large peaky mountain in the front contains classical music.
The classical pieces are clearly separated from the other musical styles on the landscape. The island in the
left background contains Alternative Rock, while the islands on the right contain electronic music.

3.1 Audio-based Similarity

3.1.1 Fluctuation Patterns
The rhythm-based Fluctuation Patterns model the peri-

odicity of the audio signal and were first presented in [13,
16]. In this section, we only sketch the main steps in the
computation of these features. For more details, please con-
sult the original sources. The feature extraction process is
carried out on short segments of the signal, i.e. every third
6 second sequence. In a first step, a Fast Fourier Trans-
formation (FFT) is applied to these audio segments. From
the frequencies of the resulting spectrum, 20 critical-bands
are calculated according to the bark scale. Furthermore,
spectral masking effects are taken into account. In a next
step, several loudness transformations are applied. As a con-
sequence, the processed piece of music is represented by a
number of feature matrices that contain information about
the perceived loudness at a specific point in time in a spe-
cific critical-band. In the following stage another FFT is
applied, which gives information about the amplitude modu-
lation. These so-called fluctuations describe rhythmic prop-
erties by revealing how often a specific frequency reoccurs.
Additionally, a psychoacoustic model of fluctuation strength
is applied since the perception of the fluctuations depends
on their periodicity, e.g. reoccurring beats at 4 Hz are dis-
cerned most intensely. In a final step, the median of all
Fluctuation Pattern representations for the processed piece
is calculated to obtain a unique, typically 1,200-dimensional

feature vector for each piece of music. To use a set of such
feature vectors for defining similarities between pieces, e.g.
the Euclidean distances between the feature vectors must be
calculated. For our purposes, we prefer to operate directly
on the set of feature vectors since the quality of the resulting
SOM is usually better when trained on feature data.

3.1.2 Alternative Similarity Measures
Although the following two similarity measures are not

used in the current implementation, we briefly introduce
them, since we plan to incorporate them (i.e. by combin-
ing them with a similarity matrix obtained via Fluctuation
Patterns). First experiments yielded interesting and promis-
ing results. Both feature extraction algorithms are based on
Mel Frequency Cepstral Coefficients (MFCCs). MFCCs give
a coarse description of the envelope of the frequency spec-
trum and thus model timbral properties of a piece of music.
Since MFCCs are calculated on time invariant frames of the
audio signal, usually Gaussian Mixture Models (GMMs) are
used to model the MFCC distributions of a whole piece of
music. Similarity between two pieces of music A and B is
then derived by drawing a sample from A’s GMM and es-
timating the probability that this sample was created by
B’s GMM. The first MFCC-based similarity measure cor-
responds to the one described by Aucouturier et al. in [2].
The second measure has been proposed by Mandel and El-
lis [10]. The measures basically differ in terms of the number
and type of GMMs used and in calculation time.



3.2 The Self-Organizing Map
The SOM [7] is an unsupervised neural network that or-

ganizes multivariate data on a usually 2-dimensional map
in such a manner that data items which are similar in the
high-dimensional space are projected to similar locations on
the map. Basically, the SOM consists of an ordered set of
map units, each of which is assigned a “model vector” in the
original data space. The set of all model vectors of a SOM
is called its “codebook”. There exist different strategies to
initialize the codebook. We simply use a random initializa-
tion. For training, we use the batch SOM algorithm: In a
first step, for each data item x, the Euclidean distance be-
tween x and each model vector is calculated. The map unit
possessing the model vector that is closest to a data item x is
referred to as “best matching unit” and is used to represent
x on the map. In the second step, the codebook is updated
by calculating weighted centroids of all data elements asso-
ciated to the corresponding model vectors. This reduces the
distances between the data items and the model vectors of
the best matching units and also their surrounding units,
which participate to a certain extent in the adaptations.
The adaptation strength decreases gradually and depends
on both distance of the units and iteration cycle. This sup-
ports the formation of large clusters in the beginning and
a fine-tuning toward the end of the training. Usually, the
iterative training is continued until a convergence criterion
is fulfilled.

3.3 Smoothed Data Histogram
An approach that creates appealing visualizations of the

data clusters of a SOM is the Smoothed Data Histogram
(SDH), proposed in [17]. An SDH creates a smooth height
profile (where height corresponds to the number of items
in each region) by estimating the density of the data items
over the map. To this end, each data item votes for a fixed
number of best matching map units. The selected units are
weighted according to the degree of the matching. The votes
are accumulated in a matrix describing the distribution over
the complete map. After each piece of music has voted, the
resulting matrix is interpolated in order to obtain a smooth
visualization. Additionally, a color map can be applied to
the interpolated matrix to emphasize the resulting height
profile. We apply a color map similar to the one used in
the Islands of Music, to give the impression of an island-like
terrain.

3.4 SOM-Labeling
An important aspect of our user interface is the incorpo-

ration of related information extracted automatically from
the web. In particular, we intend to augment the landscape
with music-specific terms that are commonly used to de-
scribe the music in the current region. We exploit the web’s
collective knowledge to figure out which words are typically
used in the context of the represented artists. Details on the
retrieval of these words are given in Section 4.3.

Once we have gathered a list of typical words for each
artist, we are in need of both a strategy for transferring the
list of artist-relevant words to the specific tracks on the land-
scape, as well as a strategy for determining those words that
discriminate between the music in one region of the map and
those in another (e.g. music is not a discriminating word,
since it occurs very frequently for all artists). We decided
to apply the SOM-labeling strategy proposed by Lagus and

Kaski [8]. In their heuristically motivated weighting scheme,
the relevance wtc of a term for a cluster is calculated as

wtc = (tftc/
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where tftc denotes the frequency of term t in cluster c. We
simply determine the term frequency for a term in each clus-
ter as

tftc =
X

a

fac · tfta, (2)

where fac gives the number of tracks of artist a in cluster c
and tfta the term frequency of term t for artist a. For each
cluster, we use the 8 highest weighted terms to describe its
content.

We also experimented with the χ2-test to find the most
discriminating terms for each cluster. Usually, the χ2-test is
a well-applicable method to reduce the feature space in text
categorization problems (see e.g. [26] for a detailed discus-
sion). However, we found the Lagus and Kaski approach to
yield better results for our task.

4. APPLICATION REALIZATION
In the following, we describe the realization of the user

interface. First, the concept and the philosophy of the in-
terface are explained. Second, we want to describe a typical
use-case for the application. Third, we describe how we
incorporate the techniques reviewed in Section 3 to create
the application. Finally, we will make some remarks on the
implementation.

4.1 Interface Concept
Our intention is to provide an interface to music collec-

tions detached from the conventional computer interaction
metaphors. The first step toward this is the creation of an
artificial but nevertheless appealing landscape that encour-
ages the user to explore interactively.e Furthermore, we re-
frain from the usage of standard UI-components, contained
in almost every window toolkit. Rather than constructing an
interface that relies on the classical point-and-click scheme
best controlled through a mouse, we designed the whole ap-
plication to be controllable with a standard game pad as
used for video game controlling. From our point of view,
a game pad is perfectly suited for exploration of the land-
scape as it provides the necessary functionality to navigate
in three dimensions whilst being easy to handle. However,
we also included the option to navigate with a mouse in
cases where no game pad is available (which has confirmed
our opinion that a mouse is not the perfectly suited input
device for this application). The controlling via a game pad
also suggests a closeness to computer games which is abso-
lutely intended since we aim at creating an interface that is
fun to use. Therefore, we kept the controlling scheme very
simple (cf. Figure 3).

Another important characteristic of the interface is the
fact that the music surrounding the listener is played dur-
ing navigation. Hence, it is not necessary to select each song
manually and scan it for interesting parts. While the user ex-
plores the collection he/she is automatically presented with
thumbnails from the closest music pieces, giving immediate
auditory feedback on the style of music in the current re-
gion. Thus, the meaningfulness of the spatial distribution



Figure 3: Controlling scheme of the application. For
navigation, only the two analog sticks are necessary.
The directional buttons up and down are used to
arrange the viewer’s distance to the landscape. The
buttons 1-4 are used to switch between the different
labeling modes. Mode (1) displays just the plain
landscape without any labels. In mode (2), artist
name and song name, as given by the id3 tags of
the mp3s, are displayed (default). Mode (3) shows
typical words that describe the heard music, while
in mode (4), images from the web are presented that
are related to the artists and the descriptions.

of music pieces in the virtual landscape can be experienced
directly.

Finally, we aim at incorporating information beyond the
pure audio signal. In human perception, music is always tied
to personal and cultural influences that can not be captured
by analyzing the audio. For example, cultural factors com-
prise time-dependent phenomena, marketing, or even influ-
ences by the peer group. Since we also intend to account for
some of these aspects to provide a comprehensive interface
to music collections, we exploit information available on the
web. The web is the best available source for information
regarding social factors as it represents current trends like
no other medium.

Our interface provides four modes to explore the land-
scape. In the default mode, it displays the artist and track
names as given by the id3 tags of the mp3 files. Alterna-
tively, this information can be hidden, which focuses the
exploration on the spatialized audio sensation. In the third
mode, the landscape is enriched with words describing the
heard music. The fourth mode displays images gathered au-
tomatically from the web that are related to the semantic
descriptors and the contained artists, which further deepens
the multimedia experience. Screenshots from all four modes
can be seen in Figure 4.

In summary, we propose a multimedia application that
examines several aspects of music and incorporates informa-
tion on different levels of music perception - from the pure
audio signal to culturally determined meta-descriptions. Thus,
our application also offers the opportunity to discover new
aspects of music. We think that this makes our new ap-
proach an interesting medium to explore music collections,
unrestrained by stereotyped thinking.

4.2 The User’s View
Currently, the application is designed to serve as an ex-

hibit in a public space. Visitors are encouraged to bring their
own collection, e.g. on a portable mp3 player and explore
their collection through the landscape metaphor. Thus, the
main focus was not on the applicability as a product ready

to use at home. However, this could be achieved with little
effort by incorporating standard music player functionali-
ties.

In the application’s current state, the process is invoked by
the user through connecting his/her portable music player
via an USB port. While the contained mp3 files are being
analyzed, small, colored cubes pop up in the sky. The cubes
display the number of items left to process. Thus, they serve
as progress indicator. When the processing of an audio track
is finished, the corresponding cube drops down and splashes
into the sea. After all tracks have been processed, an island
landscape that contains the tracks emerges from the sea.
Then, it’s the user’s turn to explore the collection.

The three-dimensional landscape is projected onto the
wall in front of the user. While moving through the ter-
rain, the closest sounds with respect to the listener’s current
position can be heard from the directions where the pieces
are located to emphasize the immersion. Thus, in addi-
tion to the visual grouping of pieces conveyed by the islands
metaphor, islands are also perceived in an auditory manner,
since one can hear typical sound characteristics for different
regions. For optimal sensation of these effects, sounds are
output via a 5.1 surround audio system.

Detaching the USB storage device (i.e. the mp3 player)
causes all tracks on the landscape to immediately stop play-
back. The game pad is disabled and the viewer’s position is
moved back to the start. Subsequently, the landscape sinks
back into the sea, giving the next user the opportunity to
explore his/her collection.

4.3 The Engineer’s View

4.3.1 Audio Feature Extraction
Our application automatically detects new storage devices

on the computer and scans them for mp3 files. From the con-
tained files, at most 50 are (randomly) chosen. We have lim-
ited the number of files to process mainly for time reasons,
since the application should be accessible to many users.
From the chosen audio files, the middle 30 seconds are ex-
tracted and analyzed. These 30 seconds also serve as looped
audio thumbnail in the landscape. The idea is to extract the
audio features (i.e. Fluctuation Patterns) only on a consis-
tent and typical section of the track.

4.3.2 Landscape Generation
After training a SOM on the extracted audio features and

computing an SDH, we need to create a three-dimensional
landscape model that contains the musical pieces. However,
in the SOM representation, the pieces are only assigned to
a cluster rather than to a precise position. Thus, we have
to elaborate a strategy to place the pieces on the landscape.
The simplest approach would be to spread them randomly
in the region of their corresponding map unit. This method
has two drawbacks. The first is the overlap of labels, which
occurs especially frequently for pieces with long names and
results in cluttered maps. The second drawback is the loss of
ordering of the pieces. It is desirable to have placements on
the map that reflect the positions in feature space in some
manner.

To address these problems, we decided to define a mini-
mum distance d between the pieces that can be simply main-
tained by placing the pieces on circles around the map unit’s
center. To preserve at least some of the distance informa-



Figure 4: Four screenshots from the same scene in the four different modes. The upper left image depicts
the plain landscape in mode 1. The image in the upper right shows mode 2, where artist and song name are
displayed. Since this island contains Rap music, we find tracks of artists like Eminem and Dr. Dre. Mode 3
(lower left) shows typical words that describe the music, such as Gangsta, Rap, Hip Hop, or even disgusting.
The lower right image depicts a screenshot in mode 4, where related images from the web are presented on
the landscape. In this case, these images show the Rap artists Eminem and Xzibit, as well as a tour poster
and pictures of “pimped” cars.

tion from feature space, we sort all pieces according to their
distance to the model vector of their best matching unit in
feature space. The first item is placed in the center of the
map unit. Then, on the first surrounding circle (which has a
radius of d, to meet the minimum distance), we can at most
place the next 2π = 6 pieces keeping distance d, since it has
a perimeter of 2dπ. In the next circle (radius 2d), we may
place 4π = 12 pieces and so on. These values are constant
and can be calculated in advance. For map units with few
items, we scale up the circle radii, to distribute the pieces
as far as possible. As a result, the pieces most similar to the
cluster centers are kept in the centers of their map units and
also distances are preserved to some extent. However, this is
a very heuristic approach that is far from perfect (for exam-
ple, orientation, i.e. distances to other clusters, is currently
ignored).

4.3.3 Term Retrieval
To be able to display semantic content on the landscape,

i.e. words that describe the music, we have to extract spe-
cific types of information from the web. While it is diffi-
cult to find information specific to certain songs, it is feasi-

ble to extract information describing the general style of an
artist. This information can be used to calculate artist simi-
larity [24], perform artist to genre classification [6], or, most
directly related to our task, help to organize and describe
music collections [15]. In the cited references, this is real-
ized by invoking Google with a query like ‘‘artist name’’

music review and downloading the first 50 returned pages.
For these pages term frequency (tf) and document frequency
(df) are derived for either single words, bigrams, or trigrams
and combined into the well known tf×idf measure. All these
techniques have in common that, at least in the experimen-
tal settings, time was not a constraint. In contrast, we are
very limited in time and resources as we have to extract
the desired information while the audio files are being pro-
cessed and the progress is visualized. Thus, instead of using
the expensive data retrieval methods proposed in the papers
mentioned above, i.e. retrieval of about 50 pages per artist,
we simplify the search for musical style by formulating the
query ‘‘artist name’’ music style. Using this query, we
retrieve Google’s result page containing the first 100 pages.
Instead of downloading each of the returned sites, we di-
rectly analyze the complete result page, i.e. the “snippets”



presented. Thus, we can reduce the effort to just one web
page per artist. To avoid the occurrence of totally unre-
lated words, we use a domain-specific dictionary, which is
basically a shortened version of the dictionary used in [15].
After obtaining a term frequency representation of the dic-
tionary vector for each artist, we determine the important
words for each cluster as described in Section 3.4. The re-
sulting labels are distributed randomly across the map unit.

4.3.4 Image Retrieval
To display images related to the artists and the describing

words, we make use of the images search function of Yahoo!.
We simply use the artist name or the term itself as query.
Furthermore, we restrict results to images with dimensions
in the range of 30 to 200 pixels. To find the three most
important artists for each cluster, we basically perform the
same ranking method as for the terms (see sections 4.3.3
and 3.4). For each important artist and every term, one of
the first three images is chosen randomly and displayed on
the map.

4.4 Implementation Remarks
The software is written exclusively in Java. For the re-

alization of the three-dimensional landscape, we utilize the
Xith3D scenegraph library2, which runs on top of jogl and
OpenGL. Spatialized surround sound is realized via Sound3D,
joal3 , and OpenAL. To access the game controller we use the
Joystick Driver for Java4. At the moment, the software runs
on a Windows machine. Since all required libraries are also
available for Linux, it is planned to port the software soon
to this platform.

Since the processing of the songs is a very resource con-
suming but also very time critical task, we need a high-end
PC to reduce the user’s waiting time to a minimum. Thus,
we rely on a dual core state-of-the-art-machine to quickly
calculate the sound characteristics and download all web
pages and images, as well as display the progress to the user
without latencies.

5. QUALITATIVE EVALUATION
We conducted a small user study to gain insights into the

usability of the application. Therefore, we asked 8 partici-
pants to tell us their impressions after using the interface.
In general, responses were very positive. People were im-
pressed by the possibility to explore and listen to a music
collection by cruising through a landscape. While the op-
tion to display related images on the landscape has been
considered mainly as a nice gimmick, the option to display
related words was rated as a valuable add-on, even if some
of the displayed words were confusing for some users. The
controlling by gamepad was intuitive for all users.

Sceptical feedback was mainly caused by music auraliza-
tion in areas where different styles collide. However, in gen-
eral, auralization was considered positive, especially in re-
gions containing Electronic Dance Music, Rap/HipHop, or
Classical Music, since it assists in quickly uncovering groups
of tracks from the same musical style. Two users suggested
to create larger landscapes to allow focused listening to cer-
tain tracks in crowded regions.

2http://www.xith3d.org
3https://joal.dev.java.net
4http://sourceforge.net/projects/javajoystick

6. DISCUSSION AND FUTURE WORK
We have presented an innovative approach to accessing

music collections. Using our virtual reality, game-like in-
terface, it is possible to explore the contents in a playful
manner. Furthermore, we have modified existing web re-
trieval approaches to enrich the generated landscape with
semantic information related to the music.

In it’s current state, the application has a focus on interac-
tive exploration rather than on providing full functionality
to replace existing music players. However, we can easily
extend the application to provide such useful methods as
automatic playlist generation. To this end, we can give the
user the option to determine a start and an end song on the
map. Given this information, we can then find a path along
the distributed pieces on the map. Furthermore, we can
easily visualize such paths and provide some sort of “auto-
pilot mode”, where the movement through the landscape
is done automatically by following the playlist path. One
of the central question that arises is how to explicitly se-
lect specific tracks in the landscape. At the moment, all
pieces in the surrounding region are played for auditory ex-
ploration, but there is no possibility to focus exclusively on
one track. We are currently exploring three different op-
tions. The first would be to provide a cross-hair that can
be controlled by the directional buttons of the game pad.
The second option would be to reserve one (or two) buttons
to scan through all, or at least the closest tracks that are
visible. In both cases, selection of the track would need an
additional button to confirm the selection. The third option
would display a number next to the four closest pieces and
utilize the buttons 1–4 (cf. Figure 3) to directly select one
of these tracks. Before making a definitive choice, we will
have to carry out further user experiments and gain more
experience in practical scenarios. With the ability to select
specific tracks, we could introduce focused listening and also
present additional track-specific meta-data for the currently
selected track. For example, we could display further id3
tags like album or track length, as well as lyrics or album
covers. In future work, we will also address the problem of
visualizing very large collections. Currently, we have limited
the number of pieces to 50 for time reasons and for reasons
of clarity. An option would be to incorporate hierarchical
extensions as proposed in [19].

Another possible extension of the application concerns
force feedback. As many game pads have built-in force
feedback functionality, it would be an interesting option to
involve an additional human sense, namely the tactile per-
ception. First experiments regarding exploration of music
collections based on tactile feedback have been made in [18,
1]. In our case, the primary goal would not be to develop a
tactile description for musical pieces, but simply to deepen
the immersion in specific regions, e.g. regions that contain
many pieces with very strong beats.
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